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INTRODUCTION TO THE SECOND EDITION 

About a year ago I was approached by the publisher of the present 
volume about a new edition of the book, Universal Algebra. This was a 
good opportunity to review the book I wrote in 1964-1965, about thirteen 
years ago, to find out whether I can still subscribe to the presentation of 
the book or a complete revision is necessary. 

It is my opinion that the definitions and results presented in this book 
form a foundation of universal algebra as much today as they did a decade 
ago. Some concepts became more important and some new ones appeared, 
but the foundation has not changed much. 

On the other hand, my point of view changed rather substantially in a 
number of areas. Compare the elementary approach to the congruence 
lattice characterization theorem of a decade ago with the axiomatic 
approach of today (see Appendix 7). 

The obstacles in the way of a complete revision appeared just as formid­
able. An initial appraisal put the number of papers written since the 
bibliography of Universal Algebra was closed (around 1967) near to 1000, 
making it very difficult for someone to pretend to be an expert on all the 
major developments in universal algebra. At twenty-seven I thought 
nothing of establishing as my goal" to give a systematic treatment of the 
most important results"; at forty (with a thousand more papers to contend 
with and in the middle of proofreading my General Lattice Theory) I was 
not so sure of being able to undertake the same. 

So I decided to obtain the help of a number of experts to review various 
aspects of recent developments. B. Jonsson agreed to survey congruence 
varieties, a fast evolving chapter of universal algebra, based on his 1974 
lecture at the Vancouver meeting of the International Mathematical Union 
(Appendix 3). Walter Taylor consented to have an abbreviated version of 
his survey on equational theories included (Appendix 4). R. W. Quacken­
bush undertook to present primal algebras and their generalizations, a vast 
field containing many important results (Appendix 5). Finally, G. H. 
Wenzel agreed to survey equational compactness (Appendix 6). 

In addition, Appendix 1 surveys the developments of the last decade: 
in §55, the survey follows the sections of the book; §56 surveys related 
structures and §57 outlines some important new topics. Appendix 2 reviews 
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the problems given in the first edition. Finally, Appendix 7 contains a 
proof of the independence of congruence lattices, automorphism groups, 
and subalgebra lattices of infinitary algebras and the characterization of 
type-2 congruence lattices by modularity; these have not previously 
appeared in print. 

Referencing to the new bibliography is by year of publication, e.g., 
[1975], [1975 a]; items not in print at the time of the original compilation 
are listed as [a], [b], etc. 

All the appendices and the new bibliography have been widely circulated. 
I would like to thank all those who sent in corrections and additions, 
especially H. Andreka, J. Berman, C. C. Chen, A. P. Huhn, L. Marki, 
I. Nemeti, B. M. Schein, W. Taylor, and A. Waterman. 

In the compilation of the new bibliography I was greatly assisted by 
M. E. Adams. The typing and clerical work was done by L. Gushulak, 
M. McTavish, and S. Padmanabhan. In the proofreading I was helped by 
M. E. Adams, W. J. Blok, and P. Kohler. 



INTRODUCTION TO THE FIRST EDITION 

In A. N. Whitehead's book on Universal Algebra,t published in 1898, 
the term universal algebra had very much the same meaning that it has 
today. 

Universal algebra started to evolve when mathematics departed from 
the study of operations on real numbers only. Hamilton's quaternions, 
Boole's symbolic logic, and so forth, brought to light operations on 
objects other than real numbers and operations which are very different 
from the traditional ones. 

"Such algebras have an intrinsic value for separate detailed study; also 
they are worthy of a comparative study, for the sake of the light thereby 
thrown on the general theory of symbolic reasoning, and on algebraic 
symbolism in particular. The comparative study necessarily presupposes 
some previous separate study, comparison being impossible without 
knowledge"; so wrote Whitehead in 1898 and his point of view is still 
shared by many. 

Thus universal algebra is the study of finitary operations on a set, and 
the purpose of research is to find and develop the properties which such 
diverse algebras as rings, fields, Boolean algebras, lattices, and groups may 
have in common. 

Although Whitehead recognized the need for universal algebra, he had 
no results. The first results were published by G. Birkhoff in the thirties. 
Some thirty years elapsed between Whitehead's book and Birkhoff's first 
paper, despite the fact that the goal of research was so beautifully stated 
in Whitehead's book. However, to generalize, one needs experience, and 
before the thirties most of the branches of modern algebra were not 
developed sufficiently to give impetus to the development of universal 
algebras. 

In the period from 1935 to 1950 most papers were written along the 
lines suggested by Birkhoff's papers: free algebras, the homomorphism 
theorem and the isomorphism theorems, congruence lattices, and sub­
algebra lattices were discussed. Many of the results of this period can be 
found in Birkhoff's book [6]. 

t According to A. N. Whitehead, the subject matter originated with W. R. Hamilton 
and A. DeMorgan, and the name for it was coined by J. J. Sylvester. 
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viii INTRODUCTION TO THE FIRST EDITION 

In the meantime, mathematical logic developed to the point where it 
could be applied to algebra. K. Godel's completeness theorem (Godel [1]), 
A. Tarski's definition of satisfiability, and so on, made mathematicians 
realize the possibility of applications. Such applications came about 
slowly. A. r. Mal'cev's 1941 paper [2] was the first one, but it went un­
noticed because of the war. After the war, A. Tarski, L. A. Henkin, and 
A. Robinson began working in this field and they started publishing their 
results about 1950. 

A. Tarski's lecture at the International Congress of Mathematicians 
(Cambridge, Massachusetts, 1950) may be considered as the beginning of 
the new period. 

The model-theoretic aspect of universal algebras was mostly developed 
by Tarski himself and by C. C. Chang, L. A. Henkin, B. Jonsson, H. J. 
Keisler, R. C. Lyndon, M. Morley, D. Scott, R. L. Vaught, and others, and 
to a certain extent by A. r. Mal'cev. 

In the late fifties E. Marczewski [2] emphasized the importance of bases 
of free algebras; he called them independent sets. As a result Marczewski, 
J. Mycielski, W. Narkiewicz, W. Nitka, J. Plonka, S. Swierczkowski, 
K. Urbanik, and others were responsible for more than 50 papers on the 
algebraic theory of free algebras. 

There are a number of individuals who have not been mentioned yet 
and who have made significant contributions to universal algebra. It is 
hoped that the references in the text will give everyone his due credit. 

Because of the way in which universal algebras developed, many ele­
mentary results have never been published but have been used without 
any reference in the papers, sometimes only in the form of a "therefore". 
It is hoped that this book will give an adequate background for the ex­
planation of the "therefore's". 

The purpose of this book is to give a systematic treatment of the most 
important results in the field of universal algebras. We will consider 
generalizations of universal algebras only to the extent that they are 
necessary for the development of the theory of universal algebras them­
selves. Therefore, the particular problems of partial algebras and struc­
tures are not discussed. Infinitary algebras will be touched upon only in 
the exercises. Multi-algebras are scarcely mentioned at all. This limitation 
is quite natural. First of all, to keep the length of a book within reasonable 
bounds, some limitations are necessary. Secondly, it so happens that most 
of the results on universal algebras can be extended in each of the direc­
tions mentioned, at the expense of more involved notations. Since the 
purpose of a book should be, in the author's opinion, to present ideas and 
methods, the framework of universal algebras is sufficiently wide enough 
to accomplish this. However, each of these directions has problems of its 
own. For instance, infinitary partial algebras contain topological spaces as 
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special cases, and the nature of these investigations does not have much 
to do with the topic of this book. Topological universal algebras and 
partially ordered universal algebras have not been included because of 
lack of material. 

Category theory is excluded from this book because a superficial treat­
ment seems to present pedagogical difficulties and it would be mathe­
matically not too effective; moreover, those topics that can be treated in 
depth in a categorical framework (in particular, parts of Chapters 4 and 6) 
are to be discussed by S. Eilenberg in a book (universal algebra and 
automata theory) and by F. W. Lawvere in a book (on elementary 
theories), in lecture notes (on algebraic theories), and in an expository 
article (on the category of sets). However, there are a number of exercises 
originating in category theory. 

Since a short description of the content is given at the beginning of each 
chapter, we will include here only a brief outline of the book. 

In Chapter 0 the set-theoretic notations together with some basic facts 
are given, of course, without proof. The last section is on a special type of 
lattices that are useful in algebraic applications. One can hardly expect 
everyone to agree with the presentation of Chapter o. Some will find it too 
short, some too long. However, it is hoped that the reader without set­
theoretic knowledge will find sufficient background material there for an 
understanding of the remainder of the book, and, if he wants to delve 
deeper into set theory, at least he will know what to look for. 

Chapters 1-3 develop the basic results. In Chapter 1, polynomials, 
polynomial symbols, homomorphisms, congruence relations, and sub­
algebras are discussed and the standard results, the isomorphism theorems, 
and the like are given. The same results for partial algebras are presented 
in Chapter 2, but only from the point of view of applications to algebras. 
To show the usefulness of partial algebras, the last two sections of Chapter 
2 give the characterization theorem of congruence lattices of algebras, due 
to E. T. Schmidt and the author. Constructions of new algebras from 
given ones play a central role in universal algebras. Direct products, 
subdirect products, direct and inverse limits, and many related construc­
tions are given in Chapter 3. 

In Chapters 4 and 5 one of the most important concepts of universal 
algebras, namely that of free algebras, is discussed. The constructions, 
basic properties, and several applications of free algebras are given in 
Chapter 4, and in Chapter 5 we consider the bases of free algebras, a 
concept identical with E. Marczewski's notion of independence. 

A short introduction to model theory is given in Chapter 6. The basic 
tool is J. Los' concept of prime product. 

In Chapter 7 these results are applied to determine the properties that 
are preserved under certain algebraic constructions using generalized 
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atomic formulas of H. J. Keisler; for direct products, the method of 
S. Feferman and R. L. Vaught is used. 

It is hoped that most experts will agree that in these chapters the author 
has selected the most important topics not biased by his own research, but 
this obviously does not apply to Chapter 8, which is the author's theory of 
free structures over first order axiom systems. However, this topic seems 
to be as good as any to yield further applications of the methods developed 
in Chapter 6 to the purely algebraic problems of free algebras. 

Each chapter is followed by exercises and problems. There are more than 
650 exercises and over 100 research problems in the book. Many of the 
exercises are simple illustrations of new concepts, some ask for (or give) 
counterexamples, and some review additional results in the field. The 
problems list some open questions which the author thought interesting. 

The numbering system of theorems, lemmas, corollaries, definitions, 
exercises, and problems is self-explanatory. 'Vithin each section, theorems 
and lemmas are numbered consecutively. A single corollary to a theorem 
or lemma is not numbered; however, if more than one corollary follows a 
lemma or theorem, they are numbered from one in each case. Theorem 2 
refers to Theorem 2 of the section in which it occurs; Theorem 38.2 refers 
to Theorem 2 of §38; Exercise 3.92 refers to Exercise 92 of Chapter 3. 

The present book is intended for the mathematician who wants to use 
the methods and results of universal algebra in his own field and also for 
those who want to specialize in universal algebra. For applications of 
universal algebra to groups, rings, Lie algebras, and so on, the reader 
should consult P. M. Cohn [1] and §6 of the author's report [14]. 

The first version of the Bibliography was sent out to about 50 experts. 
Numerous suggestions were received, for which the author wants to thank 
each contributor. In the compilation of the original bibliography, and also 
of the revised form, the author was helped by Catherine M. Gratzer. 

This book is based on the notes of the lectures delivered at the Penn­
sylvania State University between October 1, 1964, and November 1, 
1965. Professor Leo F. Boron took notes of the lectures, and after his notes 
were reviewed (many times, rewritten), he typed them up and had them 
duplicated. He worked endless hours on this. The author finds it hard to 
find the words which would express his gratitude for Professor Boron's 
unselfish help. These lectures notes were completely rewritten by the 
author and mimeographed. Thanks are due to the Mathematics Depart­
ment of the Pennsylvania State University for providing partial funds for 
this project and to Mrs. L. Moyer who did all the typing of this second 
version. 

The author cannot be too grateful to the large number of mathema­
ticians who took the time and trouble to read the second mimeographed 
version and to send him detailed lists of suggestions and corrections, 
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major and minor. The author wants to thank all of them for their help, 
especially P. M. Cohn, K. H. Diener, B. Jonsson, H. F. J. Lowig, D. Monk, 
M. Novotny, H. Ribeiro, B. M. Schein, J. Schmidt, and A. G. Waterman; 
their generous interest was invaluable in writing the third, final version. 

The author's students, especially M. 1. Gould, G. H. Wenzel, and also 
R. M. Vancko and C. R. Platt, contributed many suggestions, simplifica­
tions of proofs, and corrections at all stages of the work. They also helped 
in checking the Bibliography and in presenting papers in the seminar. The 
task of the final revision of the manuscript, including a final check of the 
Bibliography, was undertaken by C. C. Chen. E. C. Johnston, W. A. 
Lampe, H. Pesotan, C. R. Platt, R. M. Vancko, and G. H. Wenzel aided 
the author in the proofreading. 

Thanks are also due to the Mathematics Department of McMaster 
University, Hamilton, Ontario, Canada, and especially to Professors B. 
Banaschewski and G. Bruns, for making it possible for the author to give 
three series of lectures (December 1964, June 1965, and December 1965) 
on parts of this book, and for their several suggestions. 
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CHAPTER 0 

BASIC CONCEPTS 

In this chapter we will review briefly the basic concepts of set theory. 
The results that can be found in any standard book on set theory or 
algebra will be stated without proof. Those who are familiar with the basic 
concepts of set theory should only check the notations. Ideal theory of 
semilattices with complete proofs is presented in §6. This chapter, includ­
ing the exercises, gives an adequate set theoretical background for the 
book. 

§l. SETS AND RELATIONS 

We accept the intuitive concept of a set as a collection of objects, called 
elements or members of the set. (See also the remark in §4 concerning classes.) 
The notation a E A means that a is an element of the set A. If a is not an 
element of A, we write a r/= A. If A and B are sets, As B denotes inclusion, 
that is, that A is a suhset of B, or, all the elements of A are also in B. 
Equality of the sets A and B, in symbols A = B, holds if and only if 
As Band BsA. If A = B does not hold, we write A ¥- B. Proper inclusion 
is denoted by A c B; by definition A c B means As B and A¥- B. 

The void set is denoted by 0; note that 0 sA for every set A. 
The set theoretic operations u, n, - (they are called union, intersection 

and difference, respectively) have their usual meaning. If a set A is fixed, 
then for subsets B of A the complement B' of B is defined by A - B; by 
definition, B U (A-B)=A and B n (A-B)= 0. Note that BsA is 
equivalent to B = B n A, which, in turn, is equivalent to A = B U A. If 
A n B = 0, we say that A and Bare di.sjoint. 

If A is a set, then P(A) (called the power set of A) denotes the set of all 
subsets of A. 

A subset of P(A) will be called a system, or more precisely, a system over 
A. A partition 7T of A is a system (over A) not containing 0, satisfying the 
following property: every a E A is an element of exactly one BE 7T. The 
members of 7T are called blocks of the partition 7T. We use Part(A) for the 
set of all partitions of A. Note that Part(A) ¥- 0; indeed, if A = 0, then 
Part (A ) = P(A) = { 0}, and if A¥-0, then Part(A) contains the partition 
which has one block, namely A. If 7To and 7Tl are partitions of A, we will 

1 
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write 'ITo ~ 'lT1 if for every block B of 'ITo, there exists a block G of 'lTl' with 
B<;;G; in this case 'ITo is a refinement of 'lT1' 

If A and B are sets, the Garte8ian product A x B of A and B is defined 
as the set of all ordered pairs <a, b), with a E A and b E B. In symbols, 

A x B = {<a, b) I a E A and bE B}, 

where I reads" for those which satisfy". In general, if A o, ... , An -1 are 
sets, then 

A oxA1x··· xAn_1 
= {<ao, aI>' ", an-I) I ao E A o, a1 E AI>' . " an- 1 E An-I}' 

If Ao='" =An- 1=A, then we set 

An = Aox", xAn- l . 

We define AO to be {0}. 

* * * 
For a positive integer n and for a set A, we define an n-ary relation r on 

A as a subset of An. n is called the type of r. If r is an n-ary relation on A 
and ao, .. " an -1 E A, we say that ao, ... , an -1 are r-related, in notation 
r(ao,"', an-I), if and only if <ao,"', an-I) E r. 

If ro and r1 are n-ary relations on A, then so are ro urI' ro n r1 and 
---,ro=An-ro (read: not ro). 
If r is a relation on A and A <;; B, then we can consider r as a relation 

on B, since r<;;An<;;y. 
We shall be particularly interested in binary relations. For a binary 

relation r, <a, b) E r will also be denoted by one of the three equivalent 
notations: r(a, b), arb, and a=:b(r). For binary relations we also define the 
product and inverse. If ro and r1 are binary relations on A, then the 
product ro· r1 (or simply rOr1) is defined by the rule: for a, bE A, a(rorl)b 
if and only if there exists aCE A with aroc and crIb. Note that in general 
rOrl ~rlrO' If r is a binary relation on A, then the inver8e r- 1 of r is defined 
by the rule: ar - Ib if and only if bra. 

Two binary relations 'A and WA on the set A are frequently used: 
a=:b('A) for all a, b E A; a=:b(wA) if and only if a=b. 'A is called the 
complete relation on A and W A the equality relation on A. If there is no 
danger of confusion, we will omit the index A, i.e., we write, and W for 
'A and WA' respectively. By definition, ,=A x A and w={<a, a) I a E A} 
(this set is sometimes called the diagonal of A2). 

wand , are examples of an important class of binary relations, called 
equivalence relations. A binary relation 0 on A is defined to be an 
equivalence relation if the following three conditions hold for all a, b, c E A: 

(i) a0a (0 is reflexive); 
(ii) a0b implies b0a (0 is 8ymmetric); 

(iii) a0b and b0c imply a0c (0 is tranBitive). 
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The set of all equivalence relations on A will be denoted by E{A}. For 
eo, e1 E E{A} we agree to write eo ~ e1 for eo S e1. 

We shall now state a theorem which relates partitions and equivalence 
relations. 

Theorem 1. 1. Let 71' be a partition of the set A and define a binary 
relation en on A by aenb if and only if a and b are in the same block of the 
partition 71'. Then en is an equivalence relation on A. 

2. Let e be an equivalence relation on A. For a E A set 

Aa = {b I b E A and aeb}. 

Let 71'. be the system of all BsA which are of the form Aa. Then 71'. is a 
partition of A. 

3. If 71'0 ~ 71'1' then eno ~ en, . If eo ~ e1' then 71'.0 ~ 71'.,. 
4. 71' = 71'(.,,) and e = e(ne). 

If r is an n-ary relation on A and BsA, then rB=r n Bn is an n-ary 
relation on B {the notation riB fOr rB is very common in the literature but 
will not be used in this book}. The relation rB is called the restriction of r to 
B. If there is no danger of confusion, we shall omit the subscript B. For 
ins.tance, if A is the set of all real numbers, ~ is the usual ordering of real 
numbers, and B is the set of all rational numbers, then we shall write ~ 
instead of ~ B for the usual ordering restricted to the rationals. 

Note that a restriction of an equivalence relation is always an 
equivalence relation. 

§2. MAPPINGS AND OPERATIONS 

Given two sets A and B and a binary relation cp on A u B, we call cp 
a mapping {or afuncti:on} of A into B if: (a, b) E cp only if a E A, b E Band, 
for every a E A, there exists exactly one bE B satisfying (a, b) E cp; this 
element b is called the image of the element a under the mapping cp and a 
is called an inverse-image of b under cpo For a mapping cp we introduce the 
notations cp: a ~ band acp=b for (a, b) E cp {and the functional notation 
cp{a} = b}, and we write cp: A ~ B to indicate that cp is a mapping of A into 
B. A is called the domain of cp, in notation D{cp}=A. If the inverse rela­
tion is also a mapping, we will denote it by cp-1. We set 

Acp = {b I b E B, and there exists an a E A with acp = b}, 

and we call Acp the image of A under cpo 
It is easily seen that if cp is a mapping of A into B and GSA, then 
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ffJ n (C X B) is a mapping of C into B, denoted by ffJc, and called the 
re8triction of ffJ to C. 

The mapping ffJ: A --+ B is onto if AffJ=B; ffJ is 1-1 (one-to-one) if every 
element of B has at most one inverse-image, that is, if aoffJ=alffJ (ao, a l E A) 
implies aO=al • 

It should be emphasized that a mapping ffJ: A --+ B is by definition a 
subset of (A U B)2, thus we can form unions, intersections, and so on, of 
mappings; whatever we get this way will again be binary relations on 
Au B, but they will very seldom be mappings. 

If A and B are sets, the set of all mappings of A into B will be denoted 
by BA. Note that if A has n elements and B has m elements, then BA 
has mn elements, and B'" = {0}. 

A family (all i E f) of elements of A is a mapping ffJ from the set f 
into the set A, where a i = iffJ. This notation will be used when the emphasis 
is on listing the elements of A (probably with repetitions) rather than on 
the set f. f is called the index 8et of the family (all i E f). The image of 
f under ffJ will be denoted by 

{ad i E f}. 

Let us remark that every set A gives rise to a family, whose index set is 
A with ffJ as the identity map: x --+ x. Thus every set can be written 
as 

{alaEA}. 

If (Ai liE f) is a family of subsets of a certain set A, the union and 
intersection of these sets are denoted by 

U (Ad i Ef) 
and 

respectively. 
Thus if the r i , i E fare n-ary relations on A, then U (ri liE f) and 

n (ri liE f) are also n-ary relations on A. 
As usual, if f = 0, we set U (Ai liE f) = 0 and n (Ai liE f) =A. 
Let (Ai liE f) be a family of sets. The Carte8ian product (or direct 

product) 

I1 (Ai liE f) 

is defined as the subset of (U (Ai liE fW of all functions f for which 
f(i) E Ai for all i E 1. To relate this to the definition of Ao x ... x A n - I in 
§I, let us agree that from now on we use an n-tuple <ao,' . " an-I) of 
elements of A as a notation for fEA<o.I •.... n-ll, for which ao=f(O),···, 
an_l=f(n-l). In other words, n-tuples are used as notations for special 
types of functions. Then we have indeed that 

Aox", xAn _ 1 = I1 (AdiE{O, ... ,n-I}). 
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Let us also agree that we will write An for A{o ..... n-I} and then we see that 
the definitions of §1 are special cases of the general definition of direct 
product. (Note that in many developments of set theory n is defined as 
{O, 1,,, " n-l}.) 

For i E 1, we can define a mapping e/ of T1 (All i E 1) into Ai by 

e/:J -)- J(i). 

e/ is called a projection. In particular, the projections of An are eon, .. " 
e~-I' Since these are mappings of An into A, we will consider them as 
functions on n variables. Thus eln(ao, ... , an _ d = al . 

Let A be a set and n a nonnegative integer. An n-ary operation on the 
set A is a mapping J of An into A; n is called the type of f. Thus an n-ary 
operation assigns to every n-tuple <ao,"', an -I) of elements of A a 
unique element of A, which will be denoted by J(ao,' . " an-I)' Hence 

J(ao,' . " an-I) = a 

means J: <ao,' • " an-I) -+ a. Since an operation is a mapping of An into 
A, we can also say that an n-ary operation is an element of A(Aft>. 

We observe that a O-ary (nullary) operation is a mapping J: {0} -+ A, 
which is determined by the single image element of 0 ,J( 0) EA. Examples 
of nullary operations will be given in §3. One can think of a nullary 
operation as a constant unary operation, where the variable was omitted 
since the operation does not depend on it. Of course, one cannot identify 
the constant unary operation J with the nullary operation g which arises 
from J by "omitting the variable". Among other things, J and g are not of 
the same type! 

An n-ary operation J on A can also be described by an (n+ 1)-ary 
relation r defined by 

r(ao,' • " an-I> a) if and only if J(ao,"" an-I) = a. 

(See Exercise 36.) 
Unary and binary operations will sometimes be given by means of 

Cayley tables. For instance if A = {a, b}, then 

Jab 

b a 

represents the unary operationJdefined by J(a)=b,J(b)=a, and 

Jab 

a a b 

b a a 
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represents the binary operation f defined by f(a, a)=a, f(a, b)=b, 
f(b, a)=a,.f(b, b) =a. 

Let B c;; An. Then f: B --+ A is called a partial operation on A of type n. 
A partial operation assigns elements of A to certain n-tuples and is un­
defined for others. (The operation a -1 for real numbers is an example 
of a partial operation, since it is defined only for a#O.) 

Although our primary interest is in operations, we consider partial 
operations because they provide an important tool for the study of 
operations themselves. Partial operations can also be described by rela­
tions (see Exercise 36). 

If f is an n-ary operation on A and Bc;;An, thenfB: B --+ A is a partial 
operation on A. 

Binary operations (and partial operations) play an important role; 
sometimes we use infix notation for them (as for binary relations), e.g., 
a + b, a· b (rather than + (a, b) and· (a, b)). For some unary operations we 
use exponent notation, e.g., B' for complement (rather than '(B)). 
Infix notations were used for the three binary operations on binary 
relations. 

The product operation on binary relations can be applied to define the 
product of mappings. If cp: A --+ B and if: B --+ C, then cpif will be the con­
secutive application of cp and if (Prove it.). Thus cpif is a mapping of A 
into C and for a E A 

a(cpif) = (acp)if· 

If cp: A --+ B, if: B1 --+ C, then cpif will be a mapping of A into C if and only 
if Acp C;; B 1. This condition is always satisfied if cp and if are mappings of a 
set A into itself. The properties of this operation on A A will be discussed 
in §5. 

* * * 
In §1 we set up a 1-1 correspondence between E(A) and Part(A). There 

is also an interesting relationship between E(A) and the mappings of A. 
Let e be an equivalence relation on A and let 778 be the corresponding 

partition (see Theorem 1.1). For H C;; A set 

[H]e = {a I a E A and hea for some hE H}; 

this set is called the closure of H under e. If H = {x}, we will write [x]e for 
[{x}]e. By Theorem 1.1, for every x E A, [x]e E 778 ; the block [x]e is called 
the equivalence class containing x. (In this expression, class is a synonym 
for set.) Thus [H]e is the union of all blocks of 778 which contain at least one 
element of H. The mapping 

CP.: x --+ [x]e 

is called the natural mapping of A onto A/e, the set of all equivalence 
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classes under e. (Of course, 1Te and A/e are identical.) A/e is called the 
quotient set of A modulo e. 

Just as an equivalence relation e defines a natural mapping of A onto 
its quotient set A/e, a mapping cp: A ~ B defines a natural equivalence 
relation e", on A under which two elements are related if and only if they 
have the same image in B under cpo We will call e", the equivalence relation 
induced by cpo (Note that e",=cpcp-l.) 

Theorem 1. Any mapping X: A ~ B can be represented as a product of 
two mappings cp and ifi, x=cpifi, where cp is onto and ifi is 1-1; if e is the 
equivalence relation induced by X, then we can set CP=CPe: A ~ A/e and 
ifi: A/e ~ B, defined by ifi: [x]e ~ XX (x E A). 

Remark. Theorem 1 can be visualized using Fig. 1, where A, B, A/e are 
the sets of Theorem 1, and an arrow indicates a mapping; the arrows are 

Fig. I 

labeled by the symbol of the mapping. The diagram is commutative, that is, 
if we can get from a set to another one by different sequences of arrows, 
the product of the corresponding mappings is always the same. 

Proof. First we prove that ifi is well defined, that is, if [x]e=[y]e 
(x, YEA), then xX=yX. Indeed, [x]e=[y]e implies that y E [x]e, and so 
xey. By the definition of e this means XX=YX. 

cpifi is a mapping from A into B since D(cp)cp=A/e and D(ifi)=A/e. 
Finally we prove that cpifi= x. Indeed, for x E A we have 

completing the proof of Theorem 1. 

§3. ALGEBRAS AND RELATIONAL SYSTEMS 

We will study the basic properties of universal algebras in Chapter 1, 
and of relational systems in Chapter 6. However, we want to discuss some 
results concerning special types of algebras and relational systems, e.g., 
semigroups, partially ordered sets, and so on. We give at this point the 
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general definitions only to see that these specific systems are special cases 
of the general definitions. 

A universal algebra or, briefly, algebra %t is a pair (A; F), where A is a 
nonvoid set and F is a family of finitary operations on A. F is not neces­
sarily finite, and it may be void. When F is finite, F={fo," ·,fn-l}, we 
denote the algebra (A; F) by (A;fo,'" ,fn-l)' 

A relational system %t is a pair (A; R), where A is a nonvoid set and R 
is a family of (finitary) relations on A. Again, if R={ro,' . " rn- 1} we 
write (A; ro,"', rn - 1 ) for %t. 

In both cases, A is called the base set of %t. Algebras and relational sys­
tems will be denoted by German capital letters: %t, 5B, <£, .. " i!, .. " ~, ... 
and the base sets by the corresponding italic capital letters A, B, C, .. " 
L, .. " P, .. '. Thus if we say that 2{ is an algebra and a E A, it is under­
stood that A is the base set of %t. In Chapter 1 and Chapter 6 the definitions 
of algebras and relational systems will be slightly modified. 

Now we give examples of relational systems and algebras: 
1. A partially ordered set is a relational system ~ = <P; ;;;), where" ;;;" 

is a binary relation on P satisfying the following three conditions for all 
a, b, c E P: 

(i) a;;;a (reflexivity); 
(ii) a;;;b and b;;;a imply a=b (antisymmetry); 

(iii) a;;; band b;;; c imply a;;; c (transitivity). 

" ;;; " is called a partial ordering relation. a < b will stand for a;;; band 
a#- b, and a"?, b for b;;; a. Examples of partially ordered sets are 
<Part(A); ;;;), ~(A)=<E(A); ;;;), and <P(A); s;). 

If ~ is a partially ordered set and H #- 0, H s; P, then (H; ;;; H) is also 
a partially ordered set. As we agreed, we will write <H; ;;;) for (H; ;;; H)' 

2. A chain <£=<C; ;;;) is a partially ordered set satisfying the additional 
condition 

(iv) a;;;b or b;;;a for all a,bEC. 

(A chain is also called a linearly ordered set or a totally ordered set.) 
If ~ is a partially ordered set, 0 #- C s; P and <£ = < C; ;;;) is a chain, 

where ;;; is the restriction of the partial ordering of ~ to C, then <£ is 
called a subchain of ~ or a chain in ~. 

Example: <{ 0, {a}, A}; s;) is a chain in (P(A); s;) if a E A. 
3. A lattice is an algebra (A; v, 1\), where V and 1\ are binary 

operations on A, called join and meet, respectively, satisfying the following 
laws for all a, b, c E A: 

(i) a va=a, 
al\a=a; 

(idempotent laws) 
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(ii) avb=bva, 
a/\b=b/\a; 

(iii) av(bvc)=(avb)vc, 
a/\ (b/\c)=(a/\b) /\c; 

(iv) a /\ (a V b) =a, 
av(a/\b)=a. 

Example: <P(A); U, n) is a lattice. 

(commutative laws) 

(a8sociative laws) 

(absorption laws) 

9 

4. A distributive lattice <A; v, /\) is a lattice in which for all a, b, c E A 
we have a V (b /\ c) = (a V b) /\ (a V c). 

Example:" <P(A}; U, n) is distributive. 
5. A Boolean algebra is an algebra m=<B; v, /\, ',0,1) with two 

binary operations V, /\, one unary operation', and two nullary operations 
0, 1, such that the following conditions are satisfied: 

(i) <B; v, /\) is a distributive lattice; 
(ii) Ova=a, a/\ 1=a for all a E B; 

(iii) ava'=1 and a/\a'=O for all aEB. 

Example: <P(A); U, n, " 0, A) is a Boolean algebra. This Boolean 
algebra will be called a Boolean set algebra and will be denoted by $(A). 

If <B; v, /\,',0,1) is a Boolean algebra, then <B; v, /\) will be 
called a Boolean lattice. 

6. A semigroup <A; . ) is an algebra with one binary operation such that 

(a·b)·c = a·(b·c) for all a,b,cEA. 

An example of a semigroup is the algebra of all mappings of A to A, 
<AA; .) (see §5). In semigroups (and in general, whenever an operation is 
associative) we will write ao ·a1 ••• an- 1 for ( ... (ao· a1 ) ••• ). an-I' and in 
semigroups we will write ab for a· b. 

7. A group is an algebra @=<G;·, 1), with one binary operation. and 
one nullary operation 1 such that the following conditions are satisfied: 

(i) <G;·) is a semigroup; 
(ii) 1·a=a·1 =a for all a E G; 

(iii) For all a E G, there exists abE G such that a·b=b·a=l. 

Sometimes, by a group we mean an algebra <G;·, -1,1) where -1 is a 
unary operation such that (i) and (ii) hold, and 

(iii') aa- 1 =a- 1a=1. 

It will always be made clear which definition is used. If ab=ba for all 
a, bEG, the group will be called commutative or abelian. 

8. A ring ~=<R; +,·,0) is an algebra with two binary operations 
+, . and a nullary operation 0 such that 

(i) <R; +, 0) is a commutative group; 
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(ii) <R;·) is a semigroup; 
(iii) a.(b+c)=a·b+a.c and (b+c)·a=b·a+c·a for all a, b, c E R. 

9. A diviswn ring <R; +,., -1,0, I) is a system with two binary 
operations +, ., one unary partial operation -1, and two nullary opera­
tions 0, 1 such that 

(i) <R; +,·,O)isaringandforallaER,a.l=l·a=a; 
(ii) a- 1 is defined for all a :F ° and a·a- 1 = a- 1 ·a = 1. 

A system like a division ring, that is, a system in which we have partial 
operations as well as operations, is called a partial algebra. To fit partial 
algebras into the framework of relational systems we must replace every 
partial operation by the relation which describes it; in Chapter 2, however, 
we do not use this way of dealing with partial algebras. 

§4. PARTIALLY ORDERED SETS 

Let ~ = <P, ~) be a partially ordered set. The relation ~ (the inverse 
of ~) is also reflexive, antisymmetric, and transitive, hence <P; ~) is also a 
partially ordered set, called the dual o:t'~. (This is an ambiguous notation, 
used for want of a better one.) The duality principle utilizes this simple 
observation; it states that if a statement on partially ordered sets is 
dualized, that is, all ~ are replaced by ~, then if the statement is true, 
so is its dual. 

Given Bs;;P, aEP is an upper bound of B ifb~a for all bEB; a is 
called the least upper bound of B, in symbols, l.u.b. (B), if: 

(i) a is an upper bound of B; 
(ii) if b is any upper bound of B, then a~b. 

If the l.u.b. (B) exists, then it is unique. Consider <1, ~), where 1 is 
the set of all integers and ~ is the usual ordering of integers. Take B =1. 
Here, no upper bounds for B exist; hence, there does not exist a l.u.b. 
forB. 

Consider <R; ~), where R is the set of rationals with the usual partial 
ordering ~. Let B = {r IrE Rand r2 ~ 2}. B has upper bounds, but the 

l.u.b. of B does not exist because v2 is not rational. 
In general, we write 

l.u.b. (B) = V (h I hE B), 

which becomes a V b in the case when H has two elements, a and b. 
Lower bounds and the g.l.b. (greatest lower bound) are defined dually. 
Also, g.l.b. (B) = /\ (h I h E B), which becomes a 1\ b in the case B has 

two elements, a and b. 
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A partially ordered set $ is called directed if any two element subset of P 
has an upper bound in P. 

A partially ordered set £ is a lattice if a V b, a 1\ b exist for all a, bEL. 
Note that the dual of a lattice is a lattice again. Hence the duality principle 
applies also to lattices. Now we have two definitions of lattice: lattice as 
an algebra and lattice as a partially ordered set. The two definitions are 
equivalent in the following sense: 

Theorem 1. 1. Let E = < L; V, 1\) be a lattice. Define a binary relation 
~ on L by a~b if and only if aVb=b. Then £o=<L; ~) is a partially 
ordered set, and as a partially ordered set it is a lattice,. furthermore 
l.u.b. ({a, b})=avb and g.l.b. ({a, b)}=al\b. 

2. Let £ = <L; ~) be a partially ordered set which is a lattice. Set 

a V b = l.u.b. ({a, b}) 
and 

a 1\ b = g.l.b. ({a, b}). 

Then £ + =<L; v, 1\ > is a lattice, and a ~b if and only if a V b=b. 
3. Let £=<L; v, 1\) be a lattice. Then (£0)+ =£. 
4. Let E=<L; ~) be a lattice. Then (B+)o=E. 

A lattice E is called complete if l.u.b. (H) and g.l.b. (H) exist for all 
H, H s; L. The dual of a complete lattice is a complete lattice. 

If £ is a complete lattice then it always has a least element ° and 
greatest element 1. Then for all H s; L 

v (ala EH), /\ (al a E H) 

exist and if H = 0 , then 

V (a I a E H) = 0, 1\ (a I a E H) = 1. 

The Boolean algebra <B; v, 1\, ',0,1) is called complete, if 
<B; v, 1\) is complete. 

Examples: Every finite lattice is complete. The set of all reals in 
[0, 1] with the usual ordering is a complete lattice. The lattice of all closed 
subspaces of a topological space is complete. <P(A); s;) is a complete 
lattice. The partially ordered set of all rationals in [0, IJ is not complete. 
I.p(A) is a complete Boolean algebra. 

As we remarked in §1, our entire discussion is based on intuitive set 
theory. That is, we consider the basic concepts as intuitively clear notions 
and the facts we use from set theory are also intuitively clear. There is, 
however, one exception, which arises in the following way: If we are given 
a nonempty set A, then, by definition, we can select an element a E A. 
Similarly, if we are given n nonempty sets, A o,"', An_v then we can 
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select one element from each. ao E Ao.· ..• a ll _ l E A II - l • In other words. 
we can select one element from each set simultaneously. that is. there 
exists a function f from {O.···.n-1} into U (AdO;:;:;i<n) such that 
f(i) E AI for all O;:;:;i<n. The controversial question is the following: If we 
are given an infinite number of nonvoid sets. is it still possible to select 
simultaneously one element from each set 1 The axiom which states that 
this can be done is called the Axiom of Choice. two equivalent formulations 
of which follow. 
Axiom of Choice. 

(AC l ) Given any set A. there exists a function f: P(A) ~ A such that if 
0:1=B E P(A). thenf(B) E B. (jis called a choice function on A.) 

(AC2 ) Let (BII i E 1) be a family of nonvoid sets. Then n (BII i E 1):1= 0. 

(ACl ) Implies (AC2 ). Set A = U (BII i E 1). By (ACl ). there exists a 
mapping f: P(A) ~ A. with f(BI) E Bi • An element g in n(BII i E 1) can 
be defined by g(i) =f(BI). for i E 1. Thus n (BII i E 1):1= 0. 

(AC2 ) Implies (ACl ). Take a set A. By (AC2 ). 

n (BI BE P(A) and B:I= 0) 

is nonvoid. Let g En (B I BE P(A) and B:I= 0). Then g(B) E B. We 
define g in any way at 0. Thus we get a choice function g. 

We will give without proof four nontrivially equivalent formulations of 
the Axiom of Choice. 

Let ~ = < P; ;:;:; > be a partially ordered set and let ~ be a chain in ~. 
The chain ~ is called maximal if 0 cD£; P implies that 'l) is not a chain 
in ~. It is easy to see that ~ is maximal if and only iff or every a E P which 
is not in O. there exists abE 0 such that neither a ~ b nor a;:;:; b holds. 

(1) MaximalOhain Principle. Every chain in a partially ordered set is 
included in a maximal chain. 

(2) Zorn's Lemma. Let A be a set. and let P £; P(A). Assume that if ~ 
is a chain in <P; £; >. then U (X I X EO) E P. Then P has a maximal 
element M (i.e .• M E P and if M £; X E p. then M = X). 

A system P over a set A is of finite character when B E P if and only if 
every finite subset of B is in P. 

(3) TeichmiIller-Tukey Lemma. Let P be a nonvoid system of finite 
character of subsets of A. Then there exists a maximal subset of A which 
belongs to P. 

The partially ordered set <P; ;:;:; > is called a well-ordered set if any 
nonvoid subset H of P has a least element. It is easy to see that every 
well-ordered set is a chain. 

(4) Well-Ordering Principle. Given a set A:I= 0. we can define a binary 
relation;:;:; on A so that <A; ;:;:; > is a well-ordered set. 

In other words. every nonvoid set can be well ordered. 
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It will be convenient to consider the void-set 0 as a well-ordered set; 
then (4) can be rephrased to state that every set can be well ordered. 

The well-ordering principle (and its equivalence to the Axiom of Choice) 
is due to E. Zermelo, who was the first to recognize the importance of the 
Axiom of Choice. The maximal chain principle is due to F. Hausdorff. 
For historical notes and proofs of the equivalence, see, e.g., G. Birkhoff[6]. 

To prove that all the statements listed above are equivalent is not very 
easy; however, the only difficult step is to prove that the Axiom of Choice 
implies anyone of the others. 

It is well known that intuitive set theory is contradictory. The contra­
dictions arise not from sets which we use in everyday mathematics, but 
from considering "very large" sets, as, for instance, the set of all sets. 
The contradictions can be resolved (or so we hope) by, for instance, the 
introduction of the concept of class for "very large" sets; classes cannot 
be elements of sets or classes. 

For a very clear discussion of Axiomatic Set Theory and the definition 
of classes, see E. Mendelson, Introduction to Mathematical Logic, D. Van 
Nostrand Co., Princeton, N.J., 1964, Chapter 4. 

* * * 
The sets A, Bare eq'uipotent, provided there exists a mapping cp: A ~ B 

which is 1-1 and onto. It is easy to see that the equipotency of sets is 
reflexive, symmetric, and transitive. The equivalence classes (these are 
really classes) are called cardinal numher6 or cardinals. 

If A is any set, let IA I denote the equivalence class containing A, i.e., 
the cardinal number of A. IAI is also called the power of A. 

The equivalence class containing n-element sets will be denoted by n; 
the equivalence classes containing the integers and the reals are denoted 
by ~o and c, respectively. 

Operations on cardinal numbers are: 

(i) m+n (addition); 
(ii) m· n (multiplication); 

(iii) mn (exponentiation). 

To define the operations, take m= IAI, n= IBI, An B= 0. Then 
IA U BI=m+n, IAxBI=m·n, and IABI=mn. Of course, it has to be 
proved that the results of the operations depend only on m and n, and not 
on any particular choice of the sets A and B. 

If (m t liE 1) is a family of cardinals, IAil =mi, and i=l=j implies that 
A t nAJ =0, then IU(AtiiE1)1=L:(miliE1), and IO(AtiiE1)1= 
o (m, liE 1). (The Axiom of Choice is used!) 

We write m;::;n if there exists a mapping cp: A ~ B which is 1-1. Again 
we must prove that the definition is independent of A, B. 
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If n < No, then n is called a finite cardinal; otherwise it is an infinite 
cardinal. 

Theorem 1. (i) Let A be a set of cardinals. Then <A; ~) M a well­
ordered set. 

(ii) If m or n is infinite, then 

m+n = max (m, n); 

if in addition m¥oO, n¥oO, then 

m·n = max (m, n). 

A cardinal m is regular iffor any family of cardinals (mi liE I), III < m 
and m l < m for i E I imply that L: (mil i E I) < m. 

For example, No is regular. 
We now discuss the concept of ordinal. 
Take two partially ordered sets <A; ~), <B; ~). We define the concept 

of isomorphism of%C=<A; ~) and ~=<B; ~): %C and ~ are said to be 
isomorphic if there exists a mapping cp: A -)- B which is 1-1 and onto 
and for which 

Such a mapping cp is called an isomorphism. 
Two well-ordered sets %C and ~ have the same order type if they are 

isomorphic. The equivalence classes obtained this way are called ordinals. 
Consider the set {O, 1, ... , n -I} with the usual ordering ° < 1 < ... 
< n -1. The equivalence class containing this chain is the ordinal denoted 
byn. 

The equivalence class containing 0 consists of 0; it will be denoted 
by 0. 

Assume that the order type of <A; ~) is cx and that the order type of 
<B; ~) is fl. If there exists a mapping cp: A -)- B which is 1-1 and which 
preserves ordering (that is, ao ~ a 1 i,mplies aocp ~ a1CP) then we write cx ~ fl. 
By definition, ° ~ cx, for all ordinals cx. 

Consider the chain N of nonnegative integers; the corresponding 
ordinal is denoted by w. An ordinal cx is called infinite if w ~ cx; otherwise 
it is finite. 

Theorem 2. (i) Let A be a set of ordinals; then <A; ~) is a well-ordered 
set. 

(ii) The order type of <{yl y<cx}; ~) is cx. 
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Theorem 2 implies that every well-ordered set is isomorphic to the well­
ordered set of all ordinals less than a given ordinal. (Note that in many 
axiomatic set theories, an ordinal equals the set of smaller ordinals.) Thus 
if (1; ~ > is a well-ordered set, then there exists an ordinal a such that we 
can write 1 in the form 1 = {Xy I 'Y < a} and Xy ~ X6 is equivalent to 'Y ~ cS. 

We now define the Bum of two ordinals. Let a, f3, (A; ~ > and <B; ~ > 
be as above and in addition assume that An B= 0. Define ~ on Au B 
as follows: 

(i) if x, YEA, x ~ Y has its original meaning; 
(ii) same as (i) for x, Y E B; 

(iii) x E A and Y E B, then x<y. 

Now we take (A u B; ~ >. It can be shown to be a well-ordered set. The 
order type of (A U B; ~ > is defined to be a+f3. 

This definition can be extended to the case of an infinite number of 
ordinals as follows: Let (al liE 1) be a family of ordinals and let <1; ~ > 
be a well-ordered set of order type f3. Take a well-ordered set (AI; ~ > of 
order type a, for each i E 1 and assume that AI n Ai = 0 if i 1= j. Set 
A = U (All i E 1) and define ~ on A as follows: if x, Y E AI' then x~y 
keeps its original meaning; if x E AI, Y E Ai' i1=j, then x<Y if and only if 
i<j. Then (A; ~> will be a well-ordered set and its order type will be 
defined to be 2 (al liE 1). If al = a for all i E 1, then f3. a will denote the 
ordinal 2 (1Xj liE 1). 

An alternative way of defining multiplication of ordinals is as follows: 
Let a, f3, (A; ~ > and <B; ~ > be given as above. Set (ao, bo> < <aI' bl> 

if and only if aO<al , or aO=al and bo<bl • Then (A x B; ~> is a well­
ordered set, the order type of which will be denoted by a.f3. This partial 
ordering of Ax B is called the lexicographic ordering. 

Note that neither the addition nor the multiplication of ordinals is 
commutative. 

Given an ordinal a, we denote by a the power of a, defined as follows: 
Let a be the order type of (A; ~ >; then a= IAI. 
Let m be a given infinite cardinal and A={al a=m}. It follows from 

the well-ordering principle that A is not void. Thus by Theorem 2, it has 
a smallest element. It is called the initial ordinal of power m, and it will 
be denoted by Wm. 

Let (1; ~) be well ordered, let al be an ordinal for all i E 1 and let 
al ~ ai if i <j. Then lim (all i E 1) will denote the smallest ordinal a such 
that al ~ a for all i E 1. A limit ordinal a is an ordinal which can be ex­
pressed as lim (ad i E 1) = a with al < a for all i E 1. Thus 0 and ware 
limit ordinals. Either a is a limit ordinal or a = f3 + 1 for some ordinal f3. 

If we take any subset of the class of all infinite cardinals, then the usual 
ordering makes it a well-ordered set. This implies that we can index the 
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infinite cardinals with the class of all ordinals; let Na denote the infinite 
cardinal which is indexed by the ordinal a. Then 

Na < Np if and only if a < fJ 

and thus all the infinite cardinals are members of the sequence 

No, Nl,· . " N"" N"'+l" . '. 
If m = Na , we will write Wa for Wm. Thus Wo = w. 
The Generalized Oontinuum Hypothesis is the assumption that 2Ka is the 

cardinal which follows Na, that is 

2Ka = Na + l · 

This can be expressed without the Na notation as follows: if m is an 
infinite cardinal, then there is no c~rdinal n with m < n < 2m• Although we 
shall use the Axiom of Choice without any special reference to it, whenever 
we use the Generalized Continuum Hypothesis in proving a theorem we 
shall mention this fact explicitly as an assumption in the theorem. 

Using ordinals, we can generalize finite induction as follows: 

Transfinite Indnction. Let the statement C1>(a) be defined lor all ordinals 
a. Assume that 

(*) il C1>(fJ) holds lor all fJ < a, then C1>(a) holds. 
Then C1>(a) holds lor all ordinals a. 

Proof. Assume that there exists a a for which C1>(a) does not hold. 
Consider the set 1 ={y I y;;;; a and C1>(y) does not hold}; by Theorem 2, 1 has 
a smallest member a. Obviously, a#O. If we apply (*), we get that C1>(a) 
holds, which is a contradiction. 

In most cases it is useful to replace (*) by the following three conditions: 

(i) C1>(0) holds; 
(ii) If C1>(fJ) holds, then C1>(fJ+1) holds; 
(iii) if aA are ordinals for..\ < fJ, with aA;;;; a6 for..\;;;; a < fJ, and C1>(aA) holds 

for all..\<fJ, then C1>(lim (aA 1..\<fJ)) holds. 

Using ordinals, we can introduce transfinite sequences: let a be an 
ordinal; then the elements of Aly! y<a) are called a-termed sequences, or, 
simply, a-sequences. We also agree to write Aa for Aly!y<a). If/EAa, we 
will sometimes write I as 

</(0),/(1), ... ,f(y), ... )y<a' 

A mapping I: Aa ~ A is an a-ary operation; if w;;;;a, we will call I an 
infinitary operation .of type a. An algebra <A; F) with in finitary operations 
will mean that every IE F is a finitary or infinitary operation. 

We can define similarly a-ary partial operations as mappings from some 
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B~Aa into A, a-ary relations as subsets of Aa, and relational systems with 
in finitary relations. 

It is not the purpose of this book to consider algebras with infinitary 
operations. However, many results of the book can be p~oved for algebras 
with infinitary operations. Some results along this line will be given as 
exercises. 

§S. STRUCTURE OF MAPPINGS AND EQUIVALENCE 
RELATIONS 

The following theorem describes some important properties of mappings. 

Theorem 1. The algebra <M(A);·), that is, the set of mappings of a 
set A into itself under product of mappings, is a semigroup. Oonsider the 
subsets of M(A), denoted as follows: Mo(A), the set of all mappings of A 
onto A; and M1(A), the set of all 1-1 mappings of A into A. Then 
<Mo(A);.) and <M1(A);·) are both semigroups. If y E Mo(A) and 
a, p E M(A), then ya=yp implies that a=p. If I' E M 1(A) and a, p E M(A), 
then ay=py implies that a=p. 

Let e denote the identity mapping, i.e., Xe =X for all x EA. Then 

Every I' E Mo(A) (I' E M 1(A)) has a left inverse (right inverse) S, i.e., 
Sy=e (yS=e). Furthermore, <Mo(A) n M 1(A);·, e) is a group. 

The last part of the theorem can be generalized to A B (see Exercises 
61-63). 

We will now establish the main pmperties of equivalence relations. 
Let A be a set and let E(A) be the set of all equivalence relations on A. 

We have already introduced a partial ordering on E(A). Let us recall that 
for eo, el E E(A), 

eo ~ el if and only if xeoY implies xelY' 

Theorem 2. @:(A)=<E(A); ~) is a complete lattice. 

Proof. E(A) has a least element, namely, w. (Recall that x=y(w) if and 
only if x=y.) E(A) has a greatest element, t. (Recall that x=y(t) for all 
x, YEA.) (This is why the letters wand t were chosen to denote these 
equivalence relations: w is the greek 0 and w is the zero of@:(A); t is the 
greek i and t is the 1 of@:(A).) 
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Let (ell i E I) be a family of equivalence relations I:F 0. Define a new 
equivalence relation cI> in the following way: 

x == y(cI» if and only if x == y(el) for all i E 1. 

Then cI>= /\ (ed i E I). 
We will verify this statement in three steps. 

(i) cI> E E(A). This means that cI> is an equivalence relation, i.e., it is 
reflexive, symmetric, and transitive. 

(a) a==a(cI» is equivalent to a==a(e;) for all i E 1, which is true since all 
the el are reflexive. 

(b) a == b( cI» is equivalent to a == b( el) for all i E I; thus b == a( el) for all 
i Eland so b==a(cI», since all the el are symmetric. Therefore, cI> is 
symmetric. 

(c) A similar argument shows the transitivity of cI>. 
Hence cI> E E(A). 

(ii) cI> ~ el for all i E 1. Indeed, x==y(cI» implies x==y(el) for all i E 1. 
(iii) Let 0 ~ el for all i E 1. This implies that 0 ~ cI>. Indeed, take 

x, YEA such that x == y( 0); then x == y( el) for all i E 1, which is equivalent 
to x==y(cI». Hence, 0 ~ cI>. 

Hence, by (i), (ii), and (iii), 1\ (ell i E 1) exists and equals cI>. 
By Exercise 31, the existence of arbitrary meets implies that Q;(A) is a 

complete lattice. However, this only guarantees the existence of infinite 
joins without explicitly describing them. Such a description follows. 

Let 
(ed i E1) 

be a family of equivalence relations on A. We define a relation '1": x==y('Y) 
if and only if there exists a finite sequence of elements zo, ZI> ••• , Zn' 

X = Zo, Y = Zn' such that for all 1 ~j ~ n there exists an i j E 1 with the 
property: 

Zj == zi-l(e'J) (j = 1,2,··., n). 

Then '1"= V (ell i E 1). Again, we verify this statement in three steps. 

(i) 'I" E E(A). 
(a) (Reflexivity) x==x('Y) because the sequence x, x satisfies the 

requirement. 
(b) (Symmetry) If x==y('Y), let zo, Zl' ... , Zn be the corresponding 

sequence. Then the sequence Zn, Zn _ I> ••• ,Zo will guarantee 
y==x('Y). 

(c) (Transitivity) Let x==y('Y) and y==z('Y). If we put together the two 
sequences that correspond to the two relations, then we get a 
sequence which guarantees x==z('Y). 

(ii) el~'Y for all i E1. If x==y(el)' then x==y('Y), since the sequence 
x, y guarantees this. 
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(iii) If 0 E E(A) and Et ;:;;; 0 for all i E I, then 'Y;:;;; 0. Let x=y('Y). By 
definition, this means that there exists a sequence Zo,···, Zn (Zj E A), 
x=zo, y=zn, with Zj=Zj-1(EtJ) (j=l, ... , n). Then also Zj=zj_1(0) for 
j = 1, 2, ... ,n. But 0 is an equivalence relation, and so it is transitive. 
Hence, x=y(0). 

This completes the proof of our theorem. 

We will give an alternative description of 0 0 V 0 1 • Consider the relations 

EO = 0 0 , 

E1 = 0 0 0 1 , 

E2 = 0 0 0 1 0 0 , 

E3 = 0 0 0 1 0 0 0 1 , 

We have immediately that EO;:;;; E1;:;;; E2;:;;; ... and E!;:;;; 0 0 V 0 1 . Then 

U (Ei I 0 ;:;;; i < w) = 0 0 V 0 1 • 

The proof is immediate. 

§6. IDEALS AND SEMILATTICES 

Consider the algebra 'iJ = < F; V) with one binary operation. 'iJ is a 
semilattice if for all a, b, c E F: 

(i) ava=a, 
(ii) avb=bva, 

(iii) aV(bvc)=(avb)vc. 

If we have a partially ordered set <F; ;:;;;), it is called a semilattice if 
l.u.b. ({a, b}) always exists. 

The "equivalence" of the two notions can be formulated in the same 
way as was done for lattices in §4. 

In a semilattice, zero is an element 0 satisfying 0 V a=a for every a. 
An ideal of a semilattice lr is a nonvoid subset I of F such that, for all 

a, bE F 

a V bEl if and only if a, bE I. 

An ideal can also be characterized by: 

(i) a, bEl implies that a V bE I; 
(ii) a E I and c;:;;; a imply that eEl. 

Indeed, assume that I is an ideal. Then (i) is trivial; further, if a E I, 
c;:;;; a, then c V a=a E I; thus c, a E I, and so c E I, proving (ii). 
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Now assume (i) and (ii) hold for a nonvoid I£; F. We will show that I 
is an ideal. By (i), a, b E I implies that a V b E I. Let us now assume that 
avbEI; since a~aVb, b~aVb, we have, by (ii), that a,bEI, which 
was to be proved. 

Theorem 1. Let i} be a 8emilattice with O. Let I(m be the 8et of all ideals 
in i}. Then <I(m; £;>=~m) is a complete lattice, called the lattice of ideals 
ofi}· 

Proof. The zero element in ~m) is the ideal {O} consisting of the zero 
element 0 only. The greatest element in ~(m is F. 

Let (Ii Ij E J) be a family of ideals in F, J:F 0. Then n (Ii Ij E J) is an 
ideal, i.e., 

n (I,lj EJ) EI(m· 

Since {O}£; n (I, Ii E J), n (Ii Ij E J) is nonvoid. n (Ii Ij E J) is an ideal 
because if a V b is in this intersection then a V bE Ii for all j E J; since all 
the Ii are ideals, a, b E Ii for all j E J; therefore, a and b are in the inter­
section of all the I,. By a similar argument, if a and b are in the inter­
section, then so is a V b. 

Since ~(m has a unit element and infinite meets always exist, we get 
from Exercise 31 that ~m) is a complete lattice. This completes the proof 
of Theorem l. 

Let H be any nonvoid subset of F, and let (H] denote the smallest ideal 
containing H. (H] is called the ideal generated by H and can be constructed 
as the intersection of all ideals containing H. 

If H ={a, b, ... }, we shall write (a, b, ... ] instead of ({a, b, ... }]. (a] is 
called the principal ideal generated by a; for instance, (0] = {O}. 

It is obvious that 
(a] = {xix ~ a}. 

This implies that if (a]=(b], then a=b. A general description of (H] is 
the following: 

(H]={tlt~hov··· Vh"_1 for some hIEH}. 

Let K denote the righthand side of the preceding equality. Obviously, if K 
is an ideal, then it is the smallest ideal containing H. Property (ii) is trivial 
for K. To prove (i), let t~ho V •.. V h,,_1 and 8~h~ V .•. V h~_1' Then 

8 V t ~ ho V .• . V hn -1 V h~ V . . . V h~ - 1 ; 

hence, 8 and t E K imply 8 V t E K, verifying property (i). 
Note that we have used Exercise 67 in the proof. 
A simple application of this result is the following: Since 

V (IiljEJ) = (U (IiljEJ)] 
therefore we get: 
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Corollary. t E V (Ii Ii E J) (J", 0) if and only if there exist io,"" 
in-1 E J and Xii E Iii such that 

To characterize the lattice of ideals of a given semilattice, we need two 
concepts. 

Let £ =<L; ;;:; > be a complete lattice. Let a E L. The element a is called 
compact if the following condition is satisfied: 

If a;;:; V (Xi liE I), where Xi E L for each i E I, then there exists 
11 r;;.I such that 11 is finite and a;;:; V (xII i E 11), i.e., if a is contained 
in an infinite join, it is already contained in a finite join. 

(The adjective "compact" is used because of the analogy with the 
concept of compact subspaces in topology.) 

A lattice is called algebraic if: 

(i) it is complete; 
(ii) every a in the lattice can be written as a= V (xII i E I), where all 

the XI are compact. 

Examples: <w+l; ;;:;> is an algebraic lattice, where every element, 
except the greatest one, is compact. Every finite lattice is algebraic. 

Lemma 1. Let I E I(m. I is compact in ~(m if and only if I is a principal 
ideal. 

Proof. Let I be a principal ideal, I = (a]. Suppose that 

(a] = I r;;. V (IiIiEJ),J '" 0. 

Then a E V (Ii Ii E J) which implies that a;;:; xio V xi! V ... V x jn _ 1 ' where 

x" E I",il EJ. Let J' ={jo,'" ,in-1}' This implies that 

aEV (IiliEJ') 

and therefore (a] r;;. V (Ii liE J'), which means that I is compact. 
For every ideal I, we have the equality 

I = V ((a]laEI). 

Assume now that I is compact. Since I r;;. V ((a] I a E I), there exists a 
finite Jr;;.I such that Ir;;. V ((a]laEJ). Set J={ao, .. ·,an _ 1}. Then 
1= (ao] V (a1] V ... V (an -1], i.e., I is a finite join of principal ideals. It 
follows that 1= (ao V a1 V ... V an_ d, i.e., I is a principal ideal. This 
completes the proof of the lemma. 

The formula 1= V ((a] I a E I) means that every ideal I is the join of 
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principal ideals, which by Lemma 1 means that in the complete lattice 
~(m, every element is a join of compact elements. 

Theorem 2. Let iY be a semilattice with zero. Then ~(m is an algebraic 
lattice. 

Remark. As we will prove later on, many lattices constructed from 
universal algebras are algebraic. The lattice ~m) was first characterized 
by A. Komatu, Proc. Imp. Acad. Tokyo, 19 (1943),119-124, in the special 
case when iY is a lattice. A general characterization theorem is in G. 
Birkhoff and O. Frink [1]. Compact elements were introduced by L. 
Nachbin, Fund. Math. 36 (1949), 137-142; see also J. R. Biichi [1]. For 
Theorem 3, see also G. Gratzer and E. T. Schmidt [2]. 

Next we prove that ~(m is a typical example of an algebraic lattice. 

Theorem 3. Let il be an algebraic lattice. Then there exists a semilattice 
iY with zero such that il is isomorphic to ~(m. 

Remark. il and ~m) are partially ordered sets. Isomorphism of par­
tially ordered sets was defined in §4. 

Proof. Let F be the set of compact elements of L. 

(i) If a, b E F, then also a vb E F. 

Let avb~ V (XdiEJ), where xjEL for iEJ. Since a~avb, 
a ~ V (Xj liE J), which by the compactness of a implies that there exists 
a finite J' s.J such that 

a~ V (xd i EJ'). 

Similarly, b ~ V (Xj Ii E J"), where JR s.J and J" is finite. Then 

a V b ~ V (xd i E J' u J"), 

where J' U J" is finite. Hence, a V b is compact, that is, a V b E F. 

(ii) <F; V> is a semilattice with the zero O. 

Note that the zero element is always compact. 
For a E L set 

1a = {x I x E F and x ~ a}. 

(iii) 1a Elm). 

This is immediate from (i). Note that 1a=(a] (\ F. 

(iv) If a:l=b, then 1a:l=lb' If a>b, then 1a~lb' 
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We first verify the following formula: 

a = V (x I x E la) for every a E L. 
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Since £ is an algebraic lattice, there exists a set H of compact elements 
such that 

a = V (x I x E H). 

Since x E H implies x;;:; a, therefore H ~ I a' Thus, 

which implies the required formula. 
This formula implies that if la=lb' then 

a = V (x I x E la) = V (x I x E lb) = b, 

which proves the first part of (iv). 
Now assume that a>b. By the definition of la' lb it is obvious that 

la"2lb' and since la#lb' we obtain la-::Jlb. 

(v) Let IE 1('iJ}; then there exists an a E L such that I =la; in fact, 
a=V(yIYEl}. 

Let a= V (y lYE I). Then we have an la, which consists of all compact 
elements ;;:;a. Hence la"2l. To show that la=l, we must prove that if 
x E la, then x E I. Let x E la; this implies that x is a compact element and 

x ;;:; a = V (y lYE I). 

Hence, x;;:; V (y lYE 1') for some finite l' ~l. Set l' ={Yo, .. " Yn-l} and 
Y=Yo V ... VYn-l' Then x;;:;y and Y E I because I is an ideal; thus, x E I, 
which was to be proved. 

(vi) The correspondence cp: a --* la sets up an isomorphism between 
£ and ~('iJ). 

cp is 1-1 by the first part of (iv). cp is onto by (v). cp preserves the order 
by the second part of (iv), and acp ~ bcp implies a ~ b by (v). 

Hence, cp is an isomorphism. This completes the proof of Theorem 3. 

Another useful representation of algebraic lattices can be given in 
terms of closure systems. 

Let A be a set and let .91 be a system over A, that is .91 ~ P(A). If .91 is 
closed under arbitrary intersection, then .91 is called a closure system. Note 
that A E .91, by the definition of the intersection of a void family of sets. 

Take X~A. Set 

[X] = n (B I BE.9I, B "2 X). 
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[X] is called the member of.sd generated by X and if more than one closure 
system is under consideration, we will write [X]"". Then: 

(a) [X] always exists for all X~A; 
(b) [X] E.sd; 
(c) [X] is the smallest member of.sd containing X. 

It is easy to prove that X~ Y implies [X]~[Y] and that [[X]] = [X]. 
If .sd is a closure system, then by Exercise 31, <.sd; ~) is a complete 

lattice. We want to impose a further condition on .sd which will make this 
lattice algebraic. 

Let .?l~P(A) . .?l# 0 is a directed system if <.?l; ~) is a directed par­
tially ordered set. Now we define the notion of an algebraic closure system. 

An algebraic closure system .sd satisfies: 

(i) .sd is a closure system; 
(ii) if 0 #.?l~.sd and.?l is a directed system, then 

U (X I X E .?l) E .sd. 

It should be remarked that it is enough to formulate condition (ii) for 
chains rather than directed systems. This would not affect the notion of an 
algebraic closure system. 

We give an example of an algebraic closure system. Let i} be a semi­
lattice with O. Set .sd =I(iY) ~ P(F). 

Lemma 2. .sd is an algebraic closure system. 

Proof. (i) We already know that .sd is a closure system. 
(ii) Given a directed system .?l# 0 of ideals, we must show that the 

union ofthe members of.?l is an ideal ofi}. Set B = U (X I X E .?l). To show 
that B is an ideal, let x, y E B and z~x. Since x, y E B, there exist X, 
Y E.?l such that x E X, Y E Y. Since .?l is directed, there exists a Z E.?l 
such that X ~ Z and Y ~ Z; then x, y E Z and z ~ x. Inasmuch as Z 
is an ideal, this implies that x V y, Z E Z ~ B. Thus, B is an ideal. 

Let .sd~P(A) be an algebraic closure system which is kept fixed in the 
next three lemmas and Theorem 4. Since .sd is a closure system, we again 
have the notion of the member [X] of.sd generated by X for aU X~A. 

Lemma 3. Let X~A. Then [X]=U ([Y] I Y~X and Y isfinite). 

Proof. Set X = U ([Y] I Y ~X and Y is finite). 
(i) Obviously, X ~ X. For, x E X implies [{x}] ~ X. But we always have 

x E {x}~[{x}], so X E X. 
(ii) X E.sd. The system .?l={[Y] I Y~X and Y finite} is directed since 
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[Y 0], [Y 1] S; [YO u Y 1] E 81 if Yo and Y 1 are finite subsets of A. Therefore, 
X = U (Z I Z E 81) Ed. 

(iii) XS;[X], since Ys;X implies [Y]S;[X]. 
(i), (ii) and (iii) imply, by the definition of [X], that X = [X]. 

Lemma 4. In the lattice < d; S;), 

V (Ad i E I) = [U (At! i E I)] 

if At E d for all i E I, 1#-0. 

Proof. See Exercise 31. 

Lemma 5. Let BEd. Then B is compact in <d; s;) if and only if 
B=[X], for some finite Xs;A. 

Proof. Assume that B=[X], X finite. Suppose that Bs; V (At liE I); 
then 

X S; [X] = B S; V (Ad i E I) = [U (At! i E I)], 

where the last equality holds by virtue of Lemma 4. 
Let X ={xo, ... , xn - 1}. Then Xj E [U (At liE I)] and so by Lemma 3 

there exists HjS; U (At liE I) such that H j is finite and Xj E [Hj]. 
Thus, we can find I j S; I, I j finite, such that H j S; U (At liE I j ). Set 

J= U (IjIO~j<n). Then Xs;[U (AdiEJ)] so that 

B = [X] S; [[U (At Ii EJ)]] = [U (At Ii EJ)] = V (Ad i EJ). 

This proves that B is compact. 
Conversely, assume that BEd is compact. Now using Lemmas 3 

and 4, 
B = [B] = U ([Y] I Y S; B, Y finite) 

= V ([Y] I Y S; B, Y finite). 

Therefore, B=[Yo] V ... V [Yk - 1], where Yo,···, Y k - 1 are finite and 
S; B. Set Y = Yo u ... U Y k - 1 • Then Y S; B, Y is finite and B=[Yl 

Lemma 3 shows that every element of <d; S;) is a union of compact 
elements. Thus: 

Theorem 4. <d; s;) is an algebraic lattice. 

Summarizing, we get the following result. 

Theorem 5. Given a lattice -2 the following conditions are equivalent: 

(i) -2 is an algebraic lattice; 
(ii) -2 is isomorphic to some ~(m, where \J is a semilattice with 0; 
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(iii) there exists an algebraic closure system d such that 53 is isomorphic 
to <d; s). 

Proof. (i) implies (ii) by Theorem 3. (ii) implies (iii) by Lemma 2, and 
(iii) implies (i) by Theorem 4. 

* * * 
Let <L; v, /\) be a lattice; then <L; V) and <L; /\) are semilattices. 

An ideal of <L; V) is called an ideal of <L; v, /\), while an ideal of 
<L; /\) is called a dual ideal of <L; v, /\). We keep the notations (H], 
(a] for ideals, while we use [H) and [a) for dual ideals. 

An ideal P of 53 is called proper if Pi' L. A proper ideal P is called 
prime if a, b ¢ P implies that a /\ b ¢ P. 

Theorem 6 (G. Birkhoff and M. H. Stone). Let 53=<L; V, /\) be a 
distributive lattice, 1 an ideal of L, a E L, and a ¢ 1. Then there exists a 
prime ideal P with a ¢ P:;d. 

Proof. Let fY' denote the system of all ideals J of 53 with a ¢ J21. We 
will show that fY' satisfies the assumption of Zorn's Lemma: Let ~ be a 
chain in <fY'; s) and let K = U (X I X E ~). Since a ¢ X for all X E~, 
a ¢ K; further, X2f for all X E~; therefore, K21. Then by Lemma 2, 
K is an ideal and a ¢ K2f; thus K E fY'. By Zorn's Lemma, fY' has a 
maximal element P. Assume that P is not a prime ideal; then there exist 
elements x, y E L such that x, y ¢ P and x /\ YEP. Let fo= (P u {x}] and 
11 =(P u {y}]. Then 10-=> P and 11 -=> P and so a E fo and a E fl' By the 
corollary to Theorem 1, this implies the existence of Po, P1 E P with 
a~po vx and a~p1 vy; thus 

Since the element on the right-hand side is in P, a E P, whiclJ. is a 
contradiction. 

A dual ideal D is called proper if D i' L. A proper dual ideal D for which 
x, y ¢ D implies that x V y ¢ D is called a prime dual ideal. 

Theorem 7. Every proper ideal (dual ideal) of a distributive lattice 
53 is contained in a prime ideal (prime dual ideal). 

A system d over A is said to have the finite intersection property if the 
intersection of finitely many members of d is never void. It is obvious, 
e.g., from Lemma 3, that d has the finite intersection property if and only 
if there exists a proper dual ideal ~ of < P(A); s) containing all members 
of d. Thus we have the following result. 
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Corollary. Every BYBtem of BubBetB of A with the finite interBection property 
can be extended to a prime dual ideal of <P(A); s;;). 

Using the concept of a closure system one can state a very important 
technique of proof. 

Principle of d-induction. Let d be a closure system over the set A. In 
order to prove that a proposition P holds for all elements of B = [M] s;; A 
it is sufficient to prove that the set of all elements for which P holds 

(1) includes the generating set M, 

and 

(2) belongs to d. 

We can also define d-independence: Ms;;A will be called d-inde­
pendent, if for all x E M, 

x ¢ [M -{x}]. 

Otherwise, M is d-dependent. 
Special cases of these concepts will be used later. 

EXERCISES 

1. Let I, J be finite sets and let (All i E I), (B, I j E J) be families of sets. Then 

U (At! i E I) n U (B, I j E J) = U (AI n B, liE I and j E J). 

2. Prov~ that in a distributive lattice a II (b V e) = (a II b) V (a II e). 
3. Formulate and prove the statement of Ex. 1 for distributive lattices. 
4. Does Ex. 1 hold if we drop the assumption that I and J are finite? 
5. Let (AI., liE I and j E J) be a family of sets. Then 

n (U (AI" I j E JlI i E I) = U (n (AI,IIP liE III <p E JI). 

6. Find and prove the analogue of Ex. 5, for expressions of the form 

U (n (AI"ljEJlIiEI). 

7. Define A+B=(A-B) u (B-A) and A·B=A n B. Then 

<P(X); +",0, X> 
is a ring with 0 as null and X as unit element. In this ring, B + B = 0 
and B·B=B for every Br;;;.X. 

8. A ring <R; +, " 0> is called Boolean if x· x = x for every x E R. Prove that 
every Boolean ring is commutative, and x + x = 0 for every x E R. 
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9. Prove that a binary relation r on A is an equivalence relation if and only 
if r=r- 1 , r·rS;r and r n w= w. 

10. <A; r) is a partially ordered set if and only if r·rs;r, r n r- 1 s;w, and 
wS;r. 

11. <A; r) is a chain if and only if it is a partially ordered set and r U r- 1 = t. 

12. Let T(A) be the set of all partial orderings on A. Then <T(A); S;) is a 
partially ordered set. Let 0 S; T(A) such that <0; S;) is a chain and 
r = U (sis EO). Prove that r E T(A). 

13. Combine Ex. 12 and Zorn's Lemma to prove the following: Let <A; r) 
be a partially ordered set; then there exists a chain <A; s) such that rS;s. 

14. Let r and s be binary relations on A. Is it possible to express r·s and r- 1 

in terms of u, n, and ---, ? 
15. Let 0 and «I) be equivalence relations on A. Prove that 0· «I) is an 

equivalence relation on A if and only if 0· «I) = «I). 0. Give an example of 
0· «1)= «1)·0 and of 0· «1)# «1)·0. 

16. Let A={I, 2, 3, 4}, B={I, 2}, s=(Bx B)-{(I, I)}. What is the number 
of binary relations r on A satisfying rB = s. Can such an r be an equivalence 
relation? 

17. Show that the binary relation r is an equivalence relation if and only if 
r=(---,«(---,(r- 1 )).r)) n (---,(r- 1 .(---,r))). 

18. Let A={I, 2,3, 4}, £=w U {(I, 2), <2, I)}. Find a set B and a mapping 
cp: A __ B such that £ = £tp. 

19. Let A o,···, A n - 1 be subsets of A. Let 'Tr be the system of all nonvoid 
subsets B of A which can be represented in the form 

for some tS;{O, 1,···, n-I}. Prove that 'Tr is a partition of A. 
20. Using the notation of Ex. 19, prove that if A, # 0, then it is a union of 

blocks of'Tr. 
21. Using the notation of Ex. 19 and 20, prove that if'Tr1 is a partition such 

that every A, # 0 is a union of blocks of 'Tr1o then 'Tr1 ~ 'Tr. 
22. Let A, BS;X and let 0 be an equivalence relation on X. Prove that 

[A]0 n [B]02[A n B]0, and equality does not hold in general, but 
[A] 0 U [B]0=[A U B]0 always. 

23. Prove that [A]0 n [B]0=[A n B]0 if[A]0=A. 
24. Let 0 0 and 0 1 be binary relations. Define 0 0001 as follows: x == y( 0 00 0 1) 

if and only if there exists a sequence Zo = x, Z1o···, Zn = Y such that 
z,==z'_1(0j ,) for l~i~n, where j,=O or 1. Set £0= 0 0, £1= 0 0010 £2= 

0 00 10 0, and so on. Prove that 0 000 1= U (£dO~i<w) if 0 0 and 0 1 
are reflexive. 

25. Using the notations of Ex. 24, show that if 0 0 and 0 1 are reflexive and 
transitive, then 0 0001 = £1 if and only if 0 00 1 = 0 10 0. 

26. Under what conditions is 0 0001 (for the notations, see Ex. 24) an equiva. 
lence relation? 

27. Let 'Tr be a partition of the set A and let Bs;A. Define the restriction 
'TrB of'Tr to B. 
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28. What is the number of different partitions on a four-element set? Let 
1T(n) be the number of partitions on an n-element set. Prove that 

i 1T(n) xn = eeX-I. 
n=O n! 

29. Prove that every chain is a distributive lattice. 

30. The l.u.b. and g.l.b. in a partially ordered set are unique if they exist. 
31. Let ~ = <P; ~ > be a partially ordered set with a 0 (O~x for all x E P) and 

assume that any subset of P has a least upper bound. Prove that ~ is a 
complete lattice. (Hint: The greatest lower bound of a subset H of P is 
the least upper bound of the set {x I x is a lower bound of H}.) 

32. What is n (Ad i E J) if J = 0 ? What is AI if! = 0 ? 
33. Let A be a set, R a transitive relation on A, and <ao, aI, ... , ay, ... >y!<a 

a sequence of elements of A. Assume that ayRay + 1 holds for all y < u. 
Does this imply that aoRaa ? 

34. Let <P; ~ > be a partially ordered set. Prove that <P; ~ > is also a 
partially ordered set, where ~ is the inverse of ~. 

35. Is it true that every mapping ep can be factored into the product ep = .p. X, 
where .p is I-I and X is onto? 

36. The (n+ I)·ary relation R is associated with an n·ary partial operation if 
and only if R(ao, ... , an-I, a) and R(ao, ... , an-I' a') imply that a= a'. If, in 
addition, R satisfies the condition that for every ao, ... , an -1 E A there 
exists an a E A such that R(ao, ... , an -1> a), then R is associated with an 
n-ary operation. 

37. In the axiom system of a lattice as an algebra (see §3), the first axiom can 
be deleted. 

38. Describe the lattice of all equivalence relations of a four·element set. 
39. (A. Tarski) Let £ = <L; ~ > be a complete lattice and let ep be a mapping of 

L into itself. If x ~ y implies that xep ~ Yep, then there exists an a E L with 
aep=a. 

40. (S. Banach) Let A and B be sets, let ep: A -->- Band .p: B -->- A. Then there 
exist Ao, Al ~ A with A = A o U Al and A o fl Al = 0 and Bo, Bl ~ B, with 
B o U Bl = Band B o fl Bl = 0 such that epAo maps A o onto B o and 

.pHI maps BI onto AI. (Hint: apply Ex. 39 to £=<P(A); ~> and the 

mapping X -->- A - (B - Xep).p.) 
41. Use Ex. 40 to prove that if m and n are cardinals, m ~ nand n ~ m, then 

m=n. 
42. Let rt be a mapping of At into B t, for i E J. Under what conditions is 

U (rt liE J) a mapping of U (At liE J) into U (BII i E J)? 
43. Let ~ be a directed partially ordered set of power No. (I PI = No). Prove that 

there is a chain Q: of order type ~ w in ~, which is co final with ~ (i.e., for 
every x E P there exists ayE C with x ~ y). 

44. Prove that the condition that we get from (AC2 ) by adding "AI fl A J = 0 

if i::j::j" is equivalent to (AC2 ). 

45. Prove that the well-ordering principle implies the axiom of choice. 
(Hint: define the choice function in terms of a well ordering.) 
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46. Prove that the maximal chain principle implies Zorn's Lemma (find the 
maximal element as an upper bound of a maximal chain). 

47. Prove the following equivalent form of Zorn's Lemma: Let <P; ;;;;> be a 
partially ordered set in which every chain has an upper bound; then there 
exists a maximal element in P. 

48. Prove that the following statement is equivalent to the Axiom of Choice: 
For every binary relation r on a set A, there exists a unary partial 
operation j(x) on A such that r(a, b) implies that j(a) is defined and 
r(a,j(a)). 

49. Let r be a binary relation on A. For XSA set X<p={y lYE A and there 
exists an x E X with r(x, y)}. Then <p is a mapping of P(A) into itself and 
(U (XII i E I))<p= U (XI<P liE I) for any family (XIii E I) of subsets of A. 

50. Prove the converse of Ex. 49. 
51. Let <p be a mapping of P(A) into P(A). Set X<p-1= U (YI YsA and 

Y <pSX}. Using the notations of Ex. 49, prove that r determines a unary 
partial operation (in the sense of Ex. 36) if and only if X<p-1<pSX for all 
XSA. 

52. Combine Ex. 48-51 to give an equivalent form of the Axiom of Choice in 
terms of mappings of P(A) into itself. 

53. Let j be an n-ary partial operation on A. Does there exist an n-ary 
operation 9 on A such that g8=j, where B = D(j)? 

54. Prove that the addition and multiplication of cardinals are commutative. 
Are the addition and multiplication of ordinals also commutative? 

55. Consider the set of all ordinals a with IX = No. What is the cardinality of 
this set? 

56. Get a contradiction from the assumption that all cardinals (ordinals) 
form a set. 

57. Prove that if a is an infinite ordinal then n + a = a for all finite ordinals n. 

When is w+a=a true? 
58. Prove that every ordinal has a unique representation of the form ,\ + n, 

where ,\ is a limit ordinal and n < w. 

59. Condition (iii) of transfinite induction can be replaced by the following: 
if a is a limit ordinal and !J>(fJ) holds for fJ < a, then !J>(a) holds. 

60. Prove that in the formulation of Zorn's Lemma and in Ex. 47, "every 
chain" can be replaced by "every well-ordered chain". 

61. Let <p be a mapping of A onto B; then there exists a mapping.p of B into A 
such that b=b.p<p for every b E B. 

62. Prove that the statement of Ex. 61 is equivalent to the Axiom of Choice. 
Prove that Ex. 61 characterizes the onto mappings. 

63. Let <p be a mapping of A into B, and Ai:- 0. Then <p is 1-1 if and only if 
there exists a mapping .p of B into A with a<p.p = a for all a EA. 

64. An element <p E M(A) is called a right-annihilator if .p<p= <p for all 
.p E M(A). Describe all the right-annihilators of M(A). Are there any 
left-annihilators? 

65. Describe the join of equivalence relations in terms of partitions. 
66. (B. Jonsson) Let LSE(A) with the property that if 80 and 81 E L then 

80 V III and £0 A III E L. Then £ = <L; ;;;; > is a lattice. Assume that for all 80' 
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81 E L we have that 80 V B1 = BOB1BO' Prove that 2 is modular, that is BO~ B2 

implies BO A (B1 V B2) = (BO A B1) V B2 for all BO, BIo B2 E L. 
67. In any semila.ttice :VI;:;! y" i = 0, 1, .. " n - 1 imply 

6S. Which of the following lattices are algebraic? 

(i) <P(A); u, n); 
(ii) <Pa.rt(A); v, A); 

(iii) <[0, 1]; ;:;!), where [0, 1] is the set of all reals (rationals) satisfying 
0;:;!:V;:;!1. 

69. Let 1 and J be ideals of a distributive lattice. Prove that :v E 1 V J if and 
only if :v = i V j for some i Eland j E J. 

70. Prove that if <L; V, A) is a lattice, then (a] V (b] = (a V b] and (a] A (b] = 
(aAb]. 

71. Let 2 = <L; V, A) be a distributive lattice. Then <1(2); s;;) is also 
distributive. 

72. Let iYo=<Fo; ;:;!) and iY1=<F1; ;:;!) be semilattices with O. Prove that 
<Fo; ;:;!) is isomorphic to <F1; ;:;!) if and only if <lmo); s;;) is isomorphic 
to <l(1); S;;). 

73. An element p in a lattice with 1 is called a dual atom if p < 1 and p < :v ;:;! 1 
imply that :V= 1. Prove that if the lattice is distributive then (p] is a 
prime ideal, whenever p is a dual atom. 

74. Let H be an infinite set and let I be the system of finite subsets of H. Then 
1 is an ideal in <P(H); u, n). Let P be a prime ideal containing 1. Prove 
that P is not a principal ideal generated by a dual atom. 

75. Let <B; v, A,', 0, I) be a Boolean algebra. Every ideal of <B; v, A) 

is principal if and only if every priJne ideal of <B; v, A) is principal, which 
is equivalent to B being finite. 

76. P is a prime ideal if and only if L - P is a dual prime ideal. 
77. Let <L; ;:;!) be a complete lattice. Then there exists a set A and a closure 

system d of subsets of A such that <L; ;:;!) is isomorphic to <d; S;;). 
7S. Let X -+ X be a mapping of P(A) into itself such that 

(i) XS;;X; 

(ii) if Xs;; Y, then Xs;; Y; 
(iii) X=X. 

Let d ={XI XS;;A}. Then d is a closure system, and X = [X]JIf. 
79. For a Boolean algebra ~ = <B; v, A,', 0, 1>, the lattice <B; v, A) is 

algebraic if and only if ~ is isomorphic to some ~(1). 
SO. Let 2 = <L; ;:;! > be a complete lattice and H S;; L, H;#: 0. <H; ;:;! > is called 

a complete 8ublattiee of 2 if for every KS;;H, l.u.b. (K) E H and 
g.l.b. (K) E H. Prove that a complete sublattice of an algebraic lattice is 
always an algebraic lattice. 

S1. Every well-ordered set with a largest element is an algebraic lattice. 
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82. (G. Gratzer [8]) Let £ be a complete lattice and let m be a regular cardinal. 
a E L is called m-compact if a ~ V (xII i E I) implies that a ~ 
V (xII i E I') for some I' £; I with WI < m. £ is called m-algebraic if every 
element is the join of m-compact elements. Find the analogue of Theorem 
6.5 for m-algebraic lattices. 

83. Let £ = <L; v, A> be a distributive lattice with 1. An ideal I of B is 
maximal (I # L and if I £;J # L, then I =J) if and only if for a E L, the 
condition that a V b #1 for all bEl, implies that a E I. 

84. The condition of Ex. 83 characterizes prime ideals of Boolean algebras. 



CHAPTER 1 

SUBALGEBRAS AND HOMOMORPHISMS 

The basic results on subalgebras and homomorphisms are presented in 
this chapter. Many of these results belong to the" folklore" of the theory, 
and therefore some results are given without references. The systematic 
treatment of polynomial symbols, which will be continued in Chapter 2, 
turns out to be one of the most useful topics of this chapter and, sur­
prisingly, one of the topics most neglected in the literature. 

§7. BASIC CONCEPTS 

The concept of an algebra <A; F) as introduced is quite adequate in 
dealing with such problems as the structure of subalgebras (§9) or endo­
morphisms (§12). However, to introduce the concept of a similarity class 
of algebras one has to consider F as a family of operations with a fixed 
index set. For the sake of convenience we choose this index set to be a set 
of ordinals, but this is not very important. 

Remark. Sometimes we will say, let <A; F) be an algebra, where F is 
a family of operations on A, and we will not well order F. This always will 
mean that the well ordering of F does not matter. We can always do this if 
we consider only a single algebra, or if, for some other reason, we already 
have names for the operations. 

A type of algebras T is a sequence <no, n1 , ••• , ny, ... ) of nonnegative 
integers, y < o( T), where o( T) is an ordinal, called the order of T. F0r every 
y < o( T) we have a symbol fy of an ny-ary operation. 

An algebra ~ = <A; F) of type T is a pair, where A is a nonvoid set (the 
base set of ~), and for every y < o( T), we realize fy as an ny-aryoperation on 
A: (fy)m, and F = «fo)m, (fl)m, ... , (fylm, ... ). 

(fylm is the realization of fy and if there is no danger of confusion, we will 
write fy for (fy)m and F = <fo, ... , fy, ... ). Thus if ~ and )B are both 
algebras of the same type T, fy will denote an operation on A as well as 
on B. In general there is no danger of confusion since, if we write 
fy(ao, ... , any -1), ao, ... , any -1 E A, then fy obviously means an operation 
onA. 

Let us remark that this usage is generally accepted in algebra, e.g., 
+ is used to denote an operation in every abelian group. 

33 
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If F=<fo," . ,fn-l) we will write <A;fo," . ,fn-l) for <A; F). 
The class of all algebras of type T will be denoted by K(T}; it will be 

called a similarity class of algebras (also called a species of algebras). 
Let m, )B E K( T}. A mapping cP: A --+ B is called an isomorphism between 

the algebras m and)B if it is 1-1, onto, and for every y < O(T}, ao, ... any - 1 
EA we have 

fy(ao,"" any - 1 }cp = fy(aocp,···, any - 1cp}· 

If there is an isomorphism between m and )B, then m and )B are called 
isomorphic. If m and )B are algebras, we write ~l ~)B for "m and )B are 
isomorphic" . 

The purpose of the theory of universal algebras is to find and examine 
those properties of universal algebras which are invariant under isomor­
phism. Therefore, in general, we will not distinguish between isomorphic 
algebras (one notable exception is, if they are both subalgebras of the same 
algebra, see below). 

Being of the same type means very little. If, unlike in §3, we define a 
ring as <R; +, .), then rings and lattices are of type <2, 2). However, to 
develop algebraic constructions (Chapters 1 and 3), it is enough in most 
cases to assume that the algebras belong to the same similarity class. 

An algebra m is called unary if it is of type 0, 1, .. " 1, ... ). 
Next we define the three most important algebraic concepts; namely 

those of subalgebra, homomorphism, and congruence. 
Let m be an algebra of type T and B a nonvoid subset of A. )B=<B; F) 

is called a subalgebra of m (and m an extension of)B) if and only if 

bo, ... , bny -1 E B implies that (jy}m(bo,"', bny -I) = 
(jy}'i8(bo,' .. , bny _1}E B 

for all y < o( T), that is, if and only if B is closed under all the operations 
of m and (fy))8 is the restriction of (fy)m to B (or more precisely, to Bny). 

If m is an algebra, Bs;;A, B# 0, and for all y<O(T}, bo,"', bny - 1 E B, 
fy(bo, .. " bny -I} E B, then there is exactly one subalgebra of m on the 
base set B. Thus if we write" so <B; F) is a subalgebra" or "let <B; F) 
be a subalgebra", this always means that B has the property described 
above. 

Lemma 1. Let <Bi; F), i E I be subalgebras of m, B= n (Bi liE I). If 
B# 0, then <B; F) is a subalgebra of m. 

Proof. Let bo, .. " bny -1 E B. Then bo, .. " bny -1 E Bi and so 

fy(bo, .. " bny -I} E B 1, 

for all i E I. Thus fy(bo, .. " bny -I} E B. 
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Lemma 1 implies that if ~ is an algebra, H SA, H:f 0, then there is a 
smallest subset B containing H such that <B; F) is a subalgebra. We will 
denote this B by [H] and <[ H]; F) will be called the subalgebra generated 
by Hand H is a generating set of <[H]; F). 

We extend the notation [H] to the void set: 
[0] = 0 if there are no nullary operations; 
[0] is the subalgebra generated by the values of nullary operations, if 

there are nullary operations. 
<A; F) is finitely generated if A = [H] for some finite H sA. 
Note that if <G;·, I) is a group, then <H;·, I) is a subalgebra ifand only 

if 1 E H, H is closed under multiplication, and the multiplication of 
elements of H is the same in <H;·, I) and <G;·, I) (which does not mean 
that <H;., I) is a subgroup). 

Let us also note that the elements picked out by the nullary operations 
are contained in every subalgebra of the given algebra. 

Let ~ and )S be two algebras belonging to the same similarity class 
K(T). A mapping cP: A ~ B such that 

fy(ao,···, any - 1 )cp = fy(aocp·· .. , any - 1CP) 

for all y<O(T) is called a homomorphism of~ into)S. 
Let us note that if a nullary operation fy picks out a from ~ and b from 

)S, then acp=b, more precisely, ((fy)~)cp=(fy))8. 

We will call the homomorphism 1-1 (onto) if the mapping cp is 1-1 
(onto). 1-1 homomorphisms are also called embeddinlJs. If cp is 1-1 and 
onto, it is thus an isomorphism. If cp is onto, then )S is called a homo­
morphic image of ~. Some authors use special names for 1-1 and onto 
homomorphisms. 1-1 homomorphisms are called injections and mono­
morphism8, onto homomorphisms are called surjections and epimorphism8. 
Isomorphisms are also called bijections. 

Let ~ be an algebra and 0 a binary relation defined on A. 0 is called 
a congruence relation if it is an equivalence relation satisfying the substi­
tution property (SP): 

(SP) Ify<o(T), ai=bi(0), ai,biEA, O~i<ny, then 

fy(ao, ... , any -1) =fy(bo, ... , bny -1)( 0). 

If we are given an algebra ~ and a congruence relation 0 on ~, we can 
construct a new algebra called the quotient algebra as follows: the new 
algebra is defined on the quotient set 

AI0 = {[a]0IaEA} 

(for the notation, see §2), with operations defined as 
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The new algebra is denoted by 

~/E> = <AlE>; F>. 

Since the operations are defined in terms of the representatives ao, ... , 
a"y -1 of the equivalence classes, we have to prove that the operations are 
well defined, that is, the result of the operation does not depend on the 
representatives chosen. Indeed, if bo, ... , b"y -1 is another set of rep­
resentatives, that is, if 

then, by (SP), 

and thus, 

which was to be proved. 
Now consider the mapping 

which is the natural mapping of A onto the quotient set AlE> (see §2). 

Lemma 2. epa is a homomorphism of ~ onto ~/E>. 

That is, every quotient algebra is a homomorphic image of the algebra. 

Proof. Let ao, ... , a"y -1 EA. Then 

fy(ao, ... , a"y_ depa = [fy(ao, ... , a"y-I)] E> 

which was to be proved. 

= fy([ao]E>,···, [a"y_I]E» 
= fy(aoepa,···, any -lepa), 

In conclusion, we state four other elementary facts. 

Lemma 3. Suppose ep: A ~ B is a homomorphism of ~ into 58. Then 
<Aep; F> is a subalgebra of 58. 

Proof. Let bo, ... , bny -1 be elements in Aep. Then there exist ao, ... , 
a"y_l E A such that bj = ajep, 0;£ i < n y • Since 

we see that Aep is closed under the operations. 
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Lemma 4. Let ~ be an algebra and ~ a 8ubalgebra of ~. Let 0 be a 
congruence relation of ~ and cp a homomorphism of ~ into (t. Then 0 B , that 
is, tke restriction of 0 to B, is a congruence relation of ~ and CPB' that is, tke 
restriction of cP to B, is a homomorphism of ~ into (t. 

Lemma 5. Let~, ~ and (t be algebras, cP a homomorphism of ~ into~, 
and I/J a homomorphism of ~ into (t. Tken cPI/J i8 a homomorphi8m of ~ into (t. 

Lemma 6. Let cP be a homomorphism of ~ into ~. Then e"" the equivalence 
relation on A induced by cP, is a congruence relation of ~. 

The proofs of Lemmas 4-6 are left to the reader. 

§8 POLYNOMIAL SYMBOLS AND POLYNOMIAL ALGEBRAS 

Definition I. Let ~ be an algebra; the n-ary polynomials of ~ are certain 
mapping8 frtYm A" into A, defined as follow8: 

(i) The projections (8ee §2) ej " are n-ary polynomials (O~i<n); 
(ii) If Po, .. " P'" -1 are n-ary polynomials, tken 80 i8 f,(Po, ... 'P'" -1), 

defined by 

f,(Po," " P",-l)(XO'" " X"_l) 

= fy(po(xo,' ", X"_l)" . " P",-l(XO"'" X"-l)); 

(iii) n-ary polynomials are those and only those which we get from (i) and 
(ii) in a finite number of 8tep8. 

Since the n-ary polynomials of <A; F) are functions, their equality is 
defined as the equality of functions. 

Note that in (ii) ny=O is not excluded. Therefore every nullary operation 
is an n-ary polynomial, for every n. Moreover, n=O is also allowed, in 
which case there is no e!", and therefore we get nullary polynomialb if and 
only if there is at least one nullary operation. 

Examples: Let (L; v, 1\) be a lattice; then examples of unary poly­
nomials are eo1(xo)=xo, (eo1veo1)(xo)=eo1(xo)veo1(xo)=xo, and so on. It 
is easy to see that there is only one unary polynomial. e02(xo, Xl) = xo, 
(e12 V e02)(xo, Xl) =X1 V Xo, and so on, are examples of binary polynomials. 

Let <R; +,·,0,1) be a ring with a unit element. It is easy to prove 
that in this case every unary polynomial p is of the form 

p(xo) = no + n1xO + n2xo2+ ... +nm _ 1xl\'-1, 

where the nj are elements of the form 1 + 1 + ... + 1 or 0, and conversely. 
Let <G;·) be a semigroup; then all unary polynomials are of the form 

xo"· 
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Let ~ be an algebra. Then p(n)(~) will denote the set of n-ary poly­
nomials. (ii) can be considered as a definition of the operations on the set 
of n-ary polynomials; the resultant algebra \l3(n)(~) = <p(n)(~); F) is the 
algebra of n-ary polynomials. Note that P<o)(~) consists of the nullary 
polynomials, that is, of those polynomials which we build up from the 
nullary operations (if there are any); therefore \l3(O)(~) is defined only if 
there are nullary operations. 

Lemma 1. Let p E p(n)(~) and n> 1. Then there exists a q E p(n -1)(~) 
such that for all Xo,' .. , Xn _ 2 E A 

p(xo,' . " Xn-2' xn- 2) = q(xo,' . " Xn-2)' 

Proof. If p=eln and i#n-1, then set 

if i = n - 1, then set 

q = e~:~. 

If the statement has already been proved for Po, ... , Pny -1> and the corre­
sponding polynomials are qo, .. " qny -1' then the polynomial 

fy(po, ... , Pny -1) 

will correspond to 

Lemma 2. Let P E p(n)(~) and let a be a permutation of 0, .. " n-1. 
Define p"(xo,' . " Xn-1) =p(xo",' . " X(n-1),,)' Then p" E p<n)(~). 

Proof. (e,n)" = ef" E p<n)(~). The induction step is the same as in 
Lemma 1. 

Corollary 1. Let cp be a mapping of {O" .. , n -I} into {O,' .. , m -I}, 
n ~ m, and let p E p(n)(~). Then there exists a q E p(m)(~) such that 

Proof. By Lemmas 1 and 2. 

Let p E p(n)(~). We say that p depends on XI if there exist ao, ... , an- 1 
and a/ E A such that 

p(n.k)(~) denotes those n-ary polynomials which depend on at most k 
variables. The polynomials in p(n.o)(~) are constant. If for a E A there 
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exists apE p<n.o)(m:) such that a=p(xo,"" xn - 1 ), then a is called a 
constant of m:. 

Lemma 3. If a is a constant of m:, then there exists apE p<1.0)(m:) such 
that a=p(xo)' 

Proof. Identify all variables and use Lemma 1, if a=p(xo,"', xn - 1 ) 

with n ~ 1, and recall that a nullary polynomial is also a unary polynomial. 

Lemma 4. Let a be a constant of m:. There exists apE P<0)(m:) such that 
a=p, if and only if there is at least one nullary operation. 

Proof. Trivial, by the definition of nullary polynomials. 

Let m: and j8 be algebras of type T. If we consider the n-ary polynomials 
over m: and the n-ary polynomials over j8, we observe that they are built 
up the same way, and we use the same symbols in both cases. For instance, 
fy(eon, •. " ein ) denotes an n-ary polynomial for m: and also for j8. This is 
similar to the situation, that fy denotes an operation on both, and suggests 
that just as we have an operation symbol fy, it would be useful to have 
polynomial symbols as well. 

Definition 2. The n-ary polynomial symbols of type T are defined as 
follows: 

(i) Xo,' • " Xn -l are n-ary polynomial symbols; 
(ii) if po,' . " Pny-l are n-ary polynomial symbols and y<O(T), then 

fy(po," " Pny-l) is an n-ary polynomial symbol; 
(iii) n-ary polynomial symbols are those and only those which we get from 

(i) and (ii) in a finite number of steps. 

Remark. If fy is the symbol of a nullary operation, then fy is an n-ary 
polynomial symbol for any n. Nullary polynomial symbols exist if and 
only if there are nullary operation symbols. We consider polynomial 
symbols as sequences of symbols; thus equality means formal equality. 

Now we will show that a polynomial symbol is indeed a symbol for a 
polynomial. 

Definition 3. The n-ary polynomial p over the algebra W, associated with 
(or induced by) the n-ary symbol P is defined as follows: 

(i) Xj induces ein ; 

(ii) if P = fy(po, ... , Pny -1) and Pi induces pdor 0;:;;; i < ny, then P induces 
fy(po, ... , Pny -1)' 
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Corollary 1. Every n-ary polynomial p over 2{ is induced by some n-ary 
polynomial symbol p. 

If p is a polynomial symbol, (p)~ or p~ will denote the polynomial of 2{ 

induced by p. 

Corollary 2. For every n-ary polynomial p over 2{ and for m > n, there 
exists an m-ary polynomial q over 2{ such that 

p(ao,' ", an-I) = q(ao,' . " am-I) 

for every ao, .. " am- I EA. 

Proof. By Definition 2, if n < m, then every n-ary polynomial symbol is 
also an m-ary polynomial symbol. Thus Corollary 2 is trivial from 
Corollary 1. 

Let 2{ be an algebra and a E A. Then a is called an algebraic constant if 
a= (p)~ for some nullary polynomial symbol p. 

Corollary 3. Let 2{ be an algebra and a EA. If a is an algebraic constant, 
then a is a constant in 2{. Conversely, if a is a constant in 2{ and there are 
nullary operations, then a is an algebraic constant. 

Proof. By Corollary 1 and by Lemma 4. 

Corollary 1 suggests a natural way of defining the equality of poly­
nomial symbols: we want two polynomial symbols to be equal if in any 
algebra of K(T) they induce the same polynomial. We will prove that 
formal equality is, in fact, equivalent to this condition. To this end, we 
construct the n-ary polynomial algebra $<n)( T) = <p<n)( T); F) as follows: 

p<n)(T) is the set of all n-ary polynomial symbols; the operations on 
p<n)(T) are defined by 

fy(po,"" Pny-I) = fy(Po,"" Pny-I)' 

Then $<n)(T) E K(T). 

Remark. We will prove propositions concerning polynomial symbols in 
the same way that we did for polynomials, using the following scheme: 

(i) The statement is true for Xj; 

(ii) if it is true for Po, .. " Pny-l then it is true for 

fy(Po,"', Pny-I)' 

This scheme is simply proof by induction on the "rank" of a poly­
nomial symbol. Rank can be defined in any way, only it has to be a positive 
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integer, and the rank of fy(po,· .. , Pny-l) must be greater than the rank of 
any PI. For instance, we can define the rank of P as the number of symbols 
which occur in p; thus; the rank of XI is 2 and the rank Off3(XO' f 1(Xl)) is 13. 

Lemma 5. Let P be an n-ary polynomial symbol and p the polynomial of 
~(n>(T) associated with p. Then 

p(xo, ... , Xn-l) = p. 

Proof. (i) If P=Xj, then 

(ii) if the statement is true for Po, ... , Pny -1 and P = fy(po, ... , Pny -1)' 
then 

p(Xo, ... , Xn -1) = fy(po(xo, ... , Xn -1), ... , Pny -1 (xo, ... , Xn -1)) 

= fy(po, ... , Pny -1) = fy(po, ... , Pny -1) = p. 

This completes the proof of Lemma 5. 

Theorem 1. Let P, q E p<n)(T). If P and q induce equal polynomials in 
every algebra of type T, then P = q. 

Proof. Let p and q be the polynomials associated with P and q, 
respectively, in the algebra ~(n)(T). By assumption, p(ao,···, an- 1)= 
q(ao, ... , an-I) for any ao,· .. , an - 1 E p(n)(T). Put al.=Xj. Then applying 
Lemma 5 twice: 

P = p(xo,···, xn- 1 ) = q(xo,···, xn- 1 ) = q, 

which was to be proved. 

In most applications it is useful to consider a-ary polynomial symbols 
where a is an arbitrary ordinal. It is easy to modify Definitions 1-3; 
we only have to replace the eon, . .. , e~-1 by 

in Definitions 1 and 3, and in Definition 2 we have to replace X o,· .. , X n- 1 

by X o, ••• , X y, • . • for y < a. 

The corresponding algebras will be denoted by 

~(a)(T) = <p<a)(T); F) and ~(a)(m), respectively. 

Lemma 5'. Lemma 5 holds for a-ary polynomial symbols for arbitrary a. 

Theorem 1'. Theorem 1 holds for a-ary polynomial symbols for arbitrary a. 
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Let mEK(T), and a=<ao,···,ay,···)y<a, where ayEA for y<a. If 
P E p<a)( T), we will sometimes denote p(ao, ... , ay, ... ) by p(a). 

Theorem 2. We define a binary relation 0 4 on p(a)(T) asfollows: 

P == tI(04 ) 

if and only if 

p(ao, .. " ay, ... ) = q(ao, .. " ay, ... ). 

Then 0 4 is a congruence relation of~(a)(T). 

Proof. That 0 4 is an equivalence relation follows simply from the fact 
that "=" on A is an equivalence relation. 

To prove the substitution property, let PI == tIl( 0 4), 0 ~ i < ny, and con­
sider p=fy(po,' . " Pny-l), tI=fy(tIo,' . " tIny-I)' 

Then 

p(ao, .. " ay, ... ) = fy(po(ao, .. " a6 , ••• ), •• " Pny -1(aO, •• " a6 , ••• )) 

= fy(qo(ao, ... , a6 , ••• ), ••• , qny -1 (ao, ... , a6' ... )) 
= q(ao, .. " a6, ... ); 

thus p==tI(04), that is, 

fy(po,' . " Pny-l) == fy(tIo,' . " tIny-l)(0a), 

which was to be proved. 

Corollary. The mapping 

cp: [p(xo, .. " xY' ••• )]0a ~ p(ao, •• " ay, •.. ) 

is a 1-1 homomorphism of ~(a)(T)/04 into m and [Xy] 0 4 ~ ay under this 
mapping. 

Another interesting congruence relation is defined on ~(a)(T) as follows: 
Let K~K(T); let p==tI(0K ) if and only if p(ao,"', ay," .)= 

q(ao,' . " ay,' •• ) holds for any ao,' . " ay,' •• E A, m E K. 

Theorem 3. 0 K is a congruence relation of ~(a)(T). 

Proof. Similar to that of Theorem 2. 

Let us note that Theorem l' states that 0 K(,)=w. If K = {m}, let us 
write 0~ for 0 K • 

Corollary. ~(a)(T)/0~ is isomorphic to ~(a)(m). An isomorphism is given 
by 

,p: [p]0~~p, 
where p is the polynomial over m induced by p. 
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Proof. «P is onto by Corollary 1 to Definition 3. That «P is well defined and 
1-1 follows from the fact that [p]0~=[q]0~ means that p and q induce the 
same mapping in A. Since «P obviously preserves the operations, the proof 
is complete. 

As suggested by this corollary, we will use the notation l.13<a)(K) for 
l.13<a)( T)/0 K • 

In the next lemma, we will show that every a-ary polynomial depends 
on only a finite number of its variables, and, conversely, every n-ary 
polynomial can be enlarged to an a-ary polynomial. 

Lemma 6. Let p be an a-ary polynomial symbol,' then for some n < w 
there exists an n-ary polynomial symbol p' and Yo,"', Yn-1 with 
o ;;;;Yo < ... < Yn-1 < a such that for every algebra Ill: E K(T), if P and p' de­
note the polynomials over Ill: induced by p and p', respectively, then 

p(ao, .. " a y , ••• ) = p' (ayQ , ••• , aYn _ 1) 

for all ao, .. " ay , ••• EA. 
Oonversely, if p' is an n-ary polynomial symbol and n < wand the ordinals 

Yo, ... , Yn -1 with 0;;;; Yo < Y1 < ... < Yn -1 < a are fixed, then there exists an 
a-ary polynomial symbol p such that for the induced polynomials the above 
equality holds. 

Proof. The first statement can be proved by the usual inductive 
argument. The second statement can be proved as Corollary 2 to 
Definition 3 was. 

This lemma shows that the equality of the a-ary polynomial symbols p 
and q, both of which are associated with the same sequence, Yo, ... , Yn-1> 
and with the n-ary polynomial symbols p', q', is equivalent to the equality 
of p' and q'. This establishes the following result: 

Theorem 4. Let p<a)(yo,' . " Yn-1) denote those a-ary polynomial symbols 
which are built up from 

where 

0;;;; Yo < ... <Yn-1 <a. 

Then <p<a)(yo,"', Yn-1); F) is a subalgebra 0fl.13<a)(T) and 

<p<a)(yo,"" Yn-1); F) ~ l.13<n)(T). 

These results show that, in fact, w-ary polynomials are simply a common 
notation for all n-ary polynomials. 
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At this point we agree, if there is no danger of confusion, that if 
pEP<n>(T) and ~EK(T), ao,···,an_lEA, then in the expression 
p(ao, ... , an-l), P denotes the polynomial over ~ induced by P (and 
e,n denotes the polynomial induced by Ij E p<n>(T)). 

The next three lemmas show that from the point of view of congruence 
relations, homomorphisms, and subalgebras, polynomials behave the same 
way as operations. 

Lemma 7. Let ~ be an algebra and 0 be a congruence relation on ~. Let 
P be an n-ary polynomial symbol. Then a,==b,(0) for O~i<n implies that 

p(ao,···, an-l) == p(bo,···, bn- l )(0). 

Proof. First step. Proof for P = Ij. 

and 

p(bo, ... , bn - l ) = e,n(bo, ... , bn - l ) = b,. 

Indeed, a,==b,(0). 
Second step. Suppose the statement has been proved for the poly­

nomial symbols Po,···, Pny-l and that 

P = f.(po, ... , Pn.-l)· 

Thenp,(ao, ... , an-l) ==p,(b1, ••• , bn_l )(0), for O~ i <n •. Indeed, 

p(ao,···, an-l) =f.(po(ao,···, an- l),·· ·,Pn.-l(aO,···, an-l)) 
== f.(Po(bo,· .. , bn~l)'· .. , Pn.-l(bo, ... , bn- l )) 
= p(bo, ... , bn - l ), 

which was to be proved. 

We have a similar statement for homomorphisms: 

Lemma 8. Let ~ and ~ be algebras and let cP: A ~ B be a homomorphism 
of ~ into ~ .. let P E p<n>( T). Then 

p(ao,· .. , an-l)cp = p(aocp,·· ., an-lCP)· 

Lemma 9. Let ~ be an algebra and ~ a subalgebra of ~. If P is an n-ary 
polynomial over ~ and bo,· .. , bn - l E B, then p(bo,· .. , bn - l ) E B. 

The proofs of Lemmas 8 and 9 are left to the reader. 

Let p be a mapping of A n into A with the property that if a, == b,( 0) for 
O~i<n, then p(ao,···,an_l)==p(bo,···,bn_l)(0) for any congruence 
relation 0; such a function is said to have the substitution property (SP). 



§9. STRUOTURE OF SUBALGEBRAS 45 

Let p be an n-ary polynomial over ~ and let U!J substitute fixed elements 
of A for certain variables. If k variables have been substituted, then p 
induces a mapping of A,,-k into A, that is, it induces a function of n-k 
variables; such functions are called algebraic functions. 

It is easy to see that Lemma 7 holds for algebraic functions as well. Let 
us adjoin to F every element of A as a nullary operation. It is obvious that 
in the algebra (A; F u A) the function constructed above is an n-ary 
polynomial over <A; F U A). 

In many investigations (see e.g., the entire Chapter 5) it is irrelevant 
what are the basic operations F of the algebra ~=(A; F); we are only 
interested in the polynomials over ~. In such cases we are only interested 
in algebras up to equivalence in the following sense: 

The algebras ~o=(A; F o) and ~1=<A; F 1) are equivalent, if for 
n=l, 2,··· we have P<"l(l}.{o)=.P<"l(1}.{1). 

The algebra I}.{=(A; F) is called trivial if it is equivalent to (A; 0). 
This means that P<"l(I}.{)={ej"IO~i<n} for all n=I,2,··· and 
'p<Ol(~)= 0. 

In investigating algebras up to equivalence the most natural device to 
use is P. Hall's clones. The clone of the algebra I}.{ is a family of sets 
(.P<"l(l}.{) I n= 1,2, ... ) along with a "partial operation" which assigns to 
an element p of P<"l(I}.{), and n elements qo, ... , q,,-1 of P<kl(l}.{) an element 
p(qo, ... , q,,-1) of P<kl(l}.{) defined by 

p(qo,· .. , q,,-1)(aO,· •• , ak- 1) 
= p(qo(ao,· .. , ak-1),· .. , q,,-1(aO'·· ., ak- 1))· 

The most elegant treatment of clones is given by F. W. Lawvere [1], 
[2] and J. Benabou [1] using categories (including an application of clones 
to the characterization problem of equational classes as categories). See 
also Ja. V. Hion [1]. 

§9. STRUCTURE OF SUBALGEBRAS 

We will now establish some of the most important properties of 
subalgebras. 

Lemma 1. If there is at least one nullary operation symbol f7' i' < o( r), 
then every algebra I}.{ of type r has a smallest subalgebra 58 and b E B if and 
only if b is an algebraic constant. 

Proof. This follows from the fact that if Po, ... , P"6 -1 are nullary poly­
nomial symbols, then so is fo(Po, ... , Pnr 1) for all 8 < o( r). 

For an algebra I}.{ = (A; F), let 9'(1}.{) denote the system of subsets B of 
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A of the form [H] for some H sA. 9"(m) will be called the subalgebra 
system ofm since if BE 9"(m) and B# 0, then <B; F) is a subalgebra ofm. 

Lemma 2. 9"(m) is a closure system. 

Proof. By Lemma 7.1 a nonvoid intersection of elements of 9"(m) always 
belongs to 9"(m). If the intersection n (Bj liE 1) is 0, then either B j = 0 
for some i E 1, and thus the intersection belongs to 9"(m), or B j # 0 for all 
i E 1, in which case there are no nullary operations, hence [0] = 0 E 9"(m), 
by the convention adopted in §7. 

Thus by the comments at the end of §6 we get from 9"(m) a principle of 
induction, and a concept of independence. These will be called 9"-induction 
and 9"-independence, and a set X sA will be called 9"-independent, and 
9"-dependent, as the case may be. 

Lemma 3. Let m be an algebra and H sA. 

(i) If H = {ho, ... , hn -1}, n < w, then a E [H] if and only if there exists an 
n-ary polynomial p over m such that 

a = p(ho,' . " hn- 1 ). 

(ii) In general, a E [H] if and only if there exist an n<w, an n-ary poly­
nomial p over m, and ho,' ", hn- 1 E H such that a=p(ho,' . " hn- 1 ). 

Proof. If H = 0, then (i) follows from Lemma 2 and the definition of 
[0]. It is now obvious from Lemma 8.6 that (i) and (ii) follow from the 
following proposition: 

(*) If H # 0 and H = {ay I y < a}, where a is an ordinal, then a E [H] if 
and only if there exists an a-ary polynomial p over m such that 

a = p(ao, '.' " ay, ... ). 
To prove (*), set 

X = {a I a = p(ao, ... , ay, ... ) for some p E p<a)(m)}. 

By Lemmas 8.6 and 8.9, XS[H]. X is closed under the operations since if 
bo,' • " bny - 1 E X, then 

bj = Pi(aO, ••• , ay, ... ), for 0 ~ i < ny 

and so with p = fy(po, .. " Pny -1), we have that 

fy(bo,· . " bny - 1 ) = p(ao,' . " ay,' .. ) EX. 

Furthermore, H sX, since 



§9. STRUOTURE OF SUBALGEBRAS 47 

Thus K E 9'(~), H £K, and K £ [H], which imply K =[H]. This completes 
the proof of Lemma 3. 

Proof. If IHI =O(T) =0, then the statement is trivial. If this is not the 
case, then every a E [H] can be associated with a finite sequence of ele­
ments of H and with a polynomial symbol, which can be regarded as a 
finite sequence of symbols from the set {xt I i < w} U {fy I 'Y < O( Tn, which is 

of power NO+O(T). There are at most (IHI +NO+O(T».No such sequences. 
Thus 

Corollary 2. Let O(T) ~ No. Then 

I[H]I ~ IHI +No. 

Lemma 4. Let ~ be an algebra and let 

f1l = {Bd i E l}, 

where each <BI ; F) i8 a 8ubalgebra of~. If f1l i8 directed, then 

<U (Bd i EI); F) 

i8 a subalgebra of <A; F). 

Proof. Set B= U (BII i E I). Let ao,' . " a",-1 E B. Then 

al E Bfl for some il E I. 

Let Jj denote a common upper bound for B fo ' •. " Bfn,_l' that is, 

Jj 2 B fo ' .. " Bfn,_l and Jj E f1l. 

Such a Jj exists because f1l is directed. 
Then ao, ... , a", -1 E Jj E f1l and so fy(ao, ... , a", -1) E Jj £ B, which was 

to be proved. 

Corollary. For every algebra ~, 9'(~) is cl08ed under directed unionB. 

The previous statements can be summarized as follows. 

Theorem 1. Let ~ be an algebra. Then 9'(~) is an algebraic cl08ure 
8Y8tem. 
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This was proved in G. Birkhofl' and O. Frink [1], in which it was also 
proved that the following converse of Theorem 1 holds. 

Theorem 2. Let f/' be an algebraic closure system over A. Then we can 
define an algebra m=<A; F) such that f/'(m)=f/'. 

Proof. We wish to define operations on A. 

(i) For every a E [0] define a nullary operation fa whose value is a. 
(ii) Let O<n<w, a=<ao"",a,,_l)EA" and aE[{ao,···,a,,_l}]; we 

define an n-ary operationfa4 by the rule: 

f 4(b ... b ) = {a, if <bo,' .. , b"_l) = <ao,' .. , a"_l)' 
a 0, , ,,-1 b h . ° ot erWISe. 

Let F denote the collection of all operations defined in (i) and (ii). We 
claim that f/'(m)=f/', where m=<A; F). 

Let BE f/'. If B= 0, then under (i) no nullary operation was defined; 
thus BE f/'(m). If B1' 0, then [0 ].9'£ B; therefore B is closed under all 
nullary operations (if any). Let f E F be an n-ary operation, 0 < n < w, 

bo,···,b,,_lEB, b=f(bo,···,b,,-l)' Then f=fa4 for some aEA". If 
<bo,' .. , b"_l)1'a, then b=bo E B. If <bo,' .. , b"_l)=a, then 

hence 
b = a E [{ao, ... , a"-l}].9' ~ [B].9' = B. 

Thus B is closed under all the operations, and so B E f/'(m). 
Conversely, let B E f/'(m). If B = 0, then there are no nullary operations 

in m, which by rule (i) means that [0].9'= 0, and so B E f/'. 
Let us assume that B l' 0. Let H £ B, where H is finite 

H = {ao,"', a"_l}' 

First we verify that [H].9'£B. Let a E [H].9', and a=<ao,' .. , a"_l)' 
Then 

Thus [H].9'£B. 
Now we form the family 

d = {[H].9' I H £ Band H finite}. 

Note that d £ f/' and d is directed. Since f/' is an algebraic closure 
system we get that 

B = U (X I X E d) E f/' 

completing the proof of Theorem 2. 
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The concept of subalgebra is invariant under equivalence of algebras; 
however, the closure system 9'(~) and 9'-independence are not invariant. 
For instance, the group @=<G; " -1, 1) is equivalent to <G; " -1) =@o, 
but 9'(@)#9'(@o), since 0 ¢9'(@), but 0 E9'(@o)' Also, {I} is 9'­
dependent in @ but 9'-independent in @o' 

This situation can be rectified by introducing the closure system 
9'+(~): 

For BS;;;A, B# 0, B E 9'+(~) if and only if <B; F) is a subalgebra of 
~; 0 E 9'+(~) if and only ifthere is no element of A which is constant 
in ~. 

Theorems 1 and 2 can be proved with 9'+ (~) in place of 9'(~). The 
construction of Theorem 2 can still be used; however, one has to verify 
that if 0 E 9', then there is no constant polynomial in p(l)(~). The 
details are left to the reader. 

9'+ -independence, defined in terms of 9'+(~), will be used in Chapter 5. 
Note that 9'+ -independence implies 9'-independence and 9'-dependence 
implies 9'+ -dependence. Furthermore, if IXI > 1, then X is 9'-independent 
if and only if X is 9'+ -independent. 

If 0(7) ~ No, then by Corollary 2 to Lemma 3, 9'(~) has the following 
property: 

(*) If H S;;; A, then I[H]I ~ IHI + No. 

Theorem 3. Let d be a closure system with property (*). Then every 
BEd with I BI > No can be represented as 

B = U (X I X E ~), 

where ~ is a well-ordered chain in d, and for every D E~, I DI < I BI. 

Proof. Let ex be the initial ordinal of power IBI. Then B={byly<ex}. 
Set By={bol ?J<y} for all y<ex. Since y<a, IByl < IBI. Now set O~=[By] 
for y < ex and ~ = {O y I y < ex}. Then ~ is a well-ordered chain of sets and 
obviously U (X I X E~) = B. Furthermore, by (*), 

10yi ~ IByl +No < a+No = IBI, 
which completes the proof of Theorem 3. 

Corollary. Let ~ be an algebra of type 7 and 0(T) ~ No. If IA I> No, then 
~ is the union of a well-ordered chain of subalgebras, each of which is of 
cardinality < IA I. 

For an interesting application, see Exercise 44. 
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§lO. STRUCTURE OF CONGRUENCE RELATIONS 

In the following lemmas we will establish some of the most important 
properties of congruence relations. 

Lemma 1. Let 0 1, i E I, be congruence relations of the algebra m:. Then 
n (01 \ i E I) i8 also a congruence relation. 

Proof. Recall that n (01 \ i E I) stands for the set-theoretical inter­
section and that in §5 we proved that this intersection is again an equiva­
lence relation. So all we have to prove is that it satisfies the substitution 
property. To this end, let aj==bAn (01\ i EI)), O~j<ny. Then aj==bj(01) 

holds for all i E I and so fy(ao, ... , any -1) ==fy(bo, ... , bny -1)( 0 1) for all 
i E I which means that 

fy(ao,"" any-I) == /y(bo,"" bny - 1)(n (01 \ i E I)), 

which was to be proved. 

Lemma 2. Let 0 1, i E I, be congruence relations of the algebra m:. Then 
V (01 \ i E I) i8 again a congruence relation. 

Proof. Recall that V (01 \ i E I) stands for the join of the 0 1 as 
equivalence relations and thus Lemma 2 states that if we take the join of 
equivalence relations which are congruence relations, then the join is 
again a congruence relation. Again, we only have to prove that 
V (01 \ i E I) satisfies the substitution property. 

Let aj==bj(V (0d i E I)), j=O,···, ny-I. Then there exists a sequence 
aj=zoj, ZI', .. ·, z'J=bj for every j such that for every i with O~i<nj 
we have z/==z{+1(0/) for some 0/E{01 \iEI},j=O, ... , ny-I. We say 
that these sequences are uniform if no = n1 = ... = nny -1 = nand 0/ = 0r 
for every O~j,j'~ny-1 and O~i<n. We will prove that we can choose 
the sequences such that they are uniform. 

Assume that we have j sequences and we will use induction on j. If 
j = 1, we have nothing to prove. If the first j sequences are already 
uniform, then extend them by adding at the end of each its last term 
n;-times and extend the sequences of congruences by 0 0', .. " 0'1_ 1 , 

and extend the j-th sequence of elements by adding n-times (where n 
stands for the number no=n1 = ... =nj_l) the first term at the beginning 
of this sequence and by adding 0 o,"" 0 n - 1 at the beginning of the 
sequence of congruences, where 0 i stands for 0 1k for any k~j-I. It is 
obvious that this makes the first j sequences uniform. 

For example, if we have the two sequences ai' ZI' b1 and a2 , z~, z;, b2 , 
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where the corresponding sequences of congruences are 0 11 , 0 2 1 and 
0 1 2 , 0 22 , 0 3 2 , then the uniform sequences are aI' Zl' bv b1, b1, b1 and 
a2, a2, a2' zi, z~, b2 and the associated sequence of congruences is 0 11 , 

O2 \ 0 12 , 0 22 , 0 3 2 • 

So we can assume that the sequences are uniform. Let n denote the 
common length of these sequences and 0 o,' . " 0 11 - 1 the common associa­
ted sequence of congruences. To verify that 

we construct the sequence: 

fy(zoo, . . " z3y- 1) = fy(ao, .. " ally-I)' 

fy(Z1 0 , •• " Z~y-1), 

fy(Z~-l" . " z~~-l), 
fy(zllo, ... , Z~y-1) = fy(bo,"" blly _1)' 

Since z/==z~+l(01)' we have that 

fy(ao, .. " all. -1) == fy(bo, .. " blly -1)( V (0d i E I)). 

For an algebra ~, let O(~) denote the set of all congruence relations of 
~, and let ~(~) denote <O(~); ~). ~(~) is called the congruence lattice 
of~. 

Corollary I. ~(~) is a lattice. 

Corollary 2. ~(~) is a complete sublattice of ~(A), the lattice of all 
equivalence relations on A. 

Corollary 3 (G. Birkhoff[2]). ~(~) is a complete lattice. 

Lemma 3. Let (011 i E I) be a directed family of congruences. Then 

U (01 I iE1) = V (01 I iE1). 

Note that for intersection we always have 

n (01 I iE1) = 1\ (01 I iE1). 

Proof. It is trivial that U (011 i E I) s; V (011 i E I). 
To prove that U (01 1 i E 1);2 V (01 liE I), assume that 

a == b(V (01 liE I)). 
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Then there exists a sequence of elements of A, a=zo, Zl"", zn=b, and 
congruences 010" . " 0 fn _ 1Uk E I) such that 

Zk =: Zk+l(0 ik ). 

Since (011 i E I) is a directed family, it has an element 0 such that 
0~ 0 h for O;;£k<n. 

Hence, Zk=:Zk+l(0) and so a=:b(0) which implies that 

a =: b(U (01 1 i E I)). 

Therefore, 

V (0; 1 iEI) s U (0; 1 iEI), 

which completes the proof. 

Now we shall prove that the congruence relations of the algebra ~ form 
an algebraic closure system over A x A. 

(i) The whole set A x A is in the system since L is a congruence relation 
and L=A xA. 

(ii) This system is closed under arbitrary intersection according to 
Lemma 1. 

(iii) This system is also closed under directed union by Lemma 3. 

Thus we have proved (G. BirkhofI and O. Frink [1]): 

Theorem 1. G(~) is an algebraic closure system over A x A. 

Theorem 1 combined with Theorem 6.5 yields the following result. 

Theorem 2. (£(~) is an algebraic lattice. 

Now, let ~ be an algebra and let H sA x A, that is, H is a collection of 
ordered pairs. Let 0(H) be the smallest congruence relation 0 such that 
a=:b(0) for all <a, b) E H. Obviously, 0(H) exists and 

0(H) = n (01 a =: b(0) for all <a, b) E H). 

If H ={<a, b)}, then 0({<a, b)}) will be denoted by 0(a, b), and 0(a, b) 
is called the principal congruence relation induced by a=:b (also called 
" minimal"). 

Let ~ be an algebra and a, b E A. We define a binary relation 0 on A 
as follows: 

x=:y(0) if and only if there exists a sequence X=Zo, Zl"", zn=y of 
elements of A and an -associated sequence Po, PI" . " Pn-l of unary 
algebraic functions such that 
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At the end of §8 we noted that algebraic functions satisfy the substitu­
tion property. This implies that if <I> is a congruence relation and a==b(<I», 
then Zj==Zj+l(<I» and so x==y(<I». In particular, x==y(0(a, b)). Hence, 
x==y( 0) implies x==y( 0(a, b)). Thus, to prove that 0 = 0(a, b) it is enough 
to verify that a==b(0) and that 0 is a congruence relation. However, 
a == b( 0) is trivial since we can choose the sequence a, b and the unary 
algebraic function eol. Now we prove that 0 is a congruence relation. 

(i) 0 is reflexive, that is, c==c( 0) for every c E A; indeed, choose the 
sequence c, c and a unary algebraic function which is identically c (e.g., 
eo2 (c, Xl))' 

(ii) 0 is symmetric; ifx==y(0), then y==x(0). This can be established 
by taking the reverse sequence. 

(iii) 0 is transitive; if x==y(0) and y==z(0), then taking the composi­
tion of the two sequences establishing these congruences proves that 
x==z(0). 

(iv) 0 satisfies the substitution property: Let 

ao == bo(0),···,any _ l == bny - l (0). 

Then we have sequences 

and the associated sequences of unary algebraic functions 

We prove by induction on i that 

fy(ao, .. " any -1) == fy(bo, .. " bj - l , aj, •• " any -1)( 0). 

The statement is obvious for i=O. Let us assume that it holds for i 
«ny). Since a j ==b j (0), there are sequences 

such that 

a j = zo, ... , Zm = bl> 

Po," ',Pm-l' 
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Then the sequences 

and 

establish that 

to = f.(b o,· .. , bl_1, zo, al+1,· .. , an.-d, 

t1 = f.(b o, ... , bl_v Zv al+ v ... , an. -1), 

f.(b g ,· •• , bl_v al,· .. , an.-1) == f.(b o,· .. , bl_v bl, al+1,· .. , an.-1)(0), 

and by the transitivity of 0, 

f.(ao,···, an.-1) == f.(bo,···, bl, al+ 1'···' an._1)(0). 

Now the substitution property follows by setting i=n •. 
Thus we have proved the characterization theorem of principal con­

gruence relations. 

Theorem 3. x==y(0(a, b)) if and only if there exists an n < w, a sequence 
x = Zo, Zv ... , Zn = Y of elements of A and a sequence Po, ... , Pn -1 of unary 
algebraic functions such that 

i=O,I,.·.,n-1. 

Theorem 3 is implicit in Mal'cev [3]. 
Examples. (1) Let (G;·, I) be a group and 0 a congruence relation of 

(G; ., I). Let N be the equivalence class containing 1. It is known that 
there is a 1-1 correspondence between congruences 0 and normal sub­
groups N. Thus a and b are congruent modulo 0 if and only if ah- 1 EN. 
Let N(a, b) be the normal subgroup which corresponds to 0(a, b). Then 
N(a, b) is the normal subgroup generated by ab- 1. An n-ary polynomial 
of a group is always equivalent to a polynomial of the form 

el',. . el',. ... efk , where 0 ~ i j < n. 

A unary algebraic function is thus of the form 

c1· Xo· c2 • Xo· C3 ·Xo· ... ·Xo· Ck (ci E G) 

which is obtained by fixing all the variables except one in a given 
polynomial. 

We will prove that in the case of groups the following simpler version of 
the above theorem holds: 

c == d(0(a, b)) 
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if and only if there exists a unary algebraic function p such that p(a)=c 
andp(b)=d. 

Let u e Gj then the normal subgroup generated by u consists of the 
elements of the form 

where the nl are integers and XI e G. Since N(a, b) is generated by 00- 1 , 

and since cd- 1 e N(a, b), we get that cd- 1 can be expressed in the form 

cd- 1 = X1Un1 ... Un~Xk1 

or 

where u=OO- 1 • Set 

p(x) = x1(xb-1)nlXi"lx2(xb-l)n2X2· .. xk(xb-l)n~Xkld. 

Then p is a unary algebraic function and 

p(a) = c, 

p(b) = d, 

which completes the proof of our assertion. 
(2) Let ,(R; +, ·,0) be a ring. Every congruence relation is also a 

congruence relation of the corresponding additive group (R; +,0). The 
stronger version of the above theorem which was given in Example 1 can 
also be proved in this case. 

(3) Let <L; v, A) be a lattice. Then it is easy to give examples to 
show that the theorem cannot be sharpened as in Examples 1 and 2. (See 
Exercises.) 

Now we can describe 0(H). 

Lemma 4. 0(H) = V (0(a, b) I (a, b) e H). 

Proof. Trivial. 

Lemma 4, combined with Theorem 3 and the description of the join of 
equivalence relations given in §5, gives the following explicit description 
of 0(H). 

Theorem 4. c=d(0(H» if and only if there exist n<w, a sequence 
C=Zo, Zl'· .. , zn=d and pairs of elements (ai' bj ) E H and unary algebraic 
functions PI' i = 1, ... , n, such that 

i = 1,···, n. 

A useful formula is the following. 

LemmaS. 0=U(0(a,b)la=b(0», forall 0eC(2:c). 
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Proof. Let @l=U (@(a,b)la::b(@». If a::b(@), then @(a,b)~@; 
hence, @1S;; @. 

On the other hand, if u::v(@), then @(u, v) S;; 01; thus, U::V(@l), 
i.e., @S;; @1> which was to be proved. 

Lemma 6. A congruence relation @ is compact in (t(~) if and only if it 
can be represented as a finite join of principal congruences, that is, 

@ = V (@(a" b,) I ° ~ i < n). 

Remark. Not every compact congruence relation is principal (see 
Exercise 51). 

Proof. The statement is a special case of Lemma 6.5. A direct proof is 
the following. 

First we prove that @(a, b) is compact. Let @(a, b) ~ V (@,I i E 1), 
which means that 

a :: b(V (@d i E 1». 
This is equivalent to the existence of a sequence a = zo, ... , Z" = b such that 

zJ :: ZJ+1(@'J)' 

j=O,···, n-l, iJ El. 
Take l' = {io, ... , i"_l}. Then 

a :: b(V (@d i E 1'», 
which means that @(a, b) ~ V (@,I i E 1'), verifying that @(a, b) is 
compact. 

We already know (proof of Theorem 6.3, step (i» that a finite join of 
compact elements is compact. 

Thus, 

is always compact. 
To prove the converse, assume that @ is compact. Then, by Lemma 5, 

@= V (@(a, b) I a::b(@)); thus by the compactness 

@ = @(ao, bo) V •.• V @(a,,_1> b"_l)' 

which proves the statement. 

Let K(~) denote the set of congruence relations of ~ of the form 

V (@(a" b,)! ° ~ i < n), 
where n<w. 

Theorem 5 (J. Hashimoto [1]). St(~)=<K(~); V> is a semilattice and the 
lattice of aU ideals of this semilattice is isomorphic to (t(~) . In symbols: 

~(St(~)) ~ (t(~). 
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Proof. By Theorem 6.5. 

In Theorem 3, we described the smallest congruence relation under 
which a=b. Now for ai=b we will prove the existence of a maximal one 
under which a;;=b. 

Theorem 6. Let 2! be an algebra and a, b E A, ai=b. There exists a 
congruence relation 'Y(a, b) such that a;;=b('Y(a, b)) and 'Y(a, b) is maximal 
with respect to this property (i.e., if 'Y(a, b) < 0, then a=b( 0)). 

Proof. Let ,o/J = {<I> I a;;=b(<I>)}. Note that ,o/J is not void since ai=b 
implies that wE,o/J. 

Consider ~ = <,o/J; ;:;;). Let C be a chain in ~. Then 'Y = V (<I> I <I> E C) is 
a congruence relation. By Lemma 3, 

V (<I> I <I> E C) = U (<I> I <I> E C); 

thus we have that x=y('Y) if and only if x=y(<I» for some <I> E C. There­
fore, a;;=b('Y) and so 'Y E!:P. 

Hence, the hypothesis of Zorn's Lemma is satisfied; ~ has a maximal 
element 'Y(a, b). 

§ll. THE HOMOMORPHISM THEOREM AND SOME 
ISOMORPHISM THEOREMS 

Theorem 1 (Homomorphism Theorem). Let 2! and IB be algebras, and 
fT!: A - B a homomorphism of 2! onto lB. Let 0 denote the congruence relation 
induced by fT! (that is, 0=e lP ). Then we have that 2!J0 is isomorphic to IB, 
and an isomorphism is given by [a] 0 _ afT! (a E A). 

Remark. In short, the homomorphism theorem asserts that every 
homomorphic image of an algebra 2! is isomorphic to a quotient algebra 
of2!. 

Since a quotient algebra is completely determined by 2! and a congruence 
relation 0 of 2!, we can say that the homomorphism theorem establishes 
the fact that the concept of homomorphism in a sense can be replaced by 
that of congruence relation. 

Another aspect of this result is that while the homomorphic image is an 
extrinsic notion, it is, in a certain sense, equivalent to the concept of 
congruence relation and quotient algebra which are intrinsic notions. 

Thus, all homomorphic images of an algebra 2! can be found up to 
isomorphism" within" the algebra 2!. 

Proof. The mapping rp: [a]0 _ arp is well defined, 1-1 and onto by 



158 OH. 1. SUBALGEBRAS AND HOMOMORPHISMS 

Theorem 2.1. To prove that it is an isomorphism we still have to verify 
that it preserves the operations; indeed, 

fy(([ao) 0)"" ... , ([any _ d 0)",) = (by the definition of "') 

= fy(aorp, .. " any -lrp) = (since rp is a homomorphism) 

= fy(ao, .. " any -l)rp = (by the definition of "') 

= ([fy(ao, .. " any -1)] 0)", = (by the definition of fy in the quotient 
algebra) 

= fy([ao)0, "', [any _1)0)"" which was to be proved. 

The following lemma will be needed in the first isomorphism theorem. 

Lemma 1. Let m be an algebra, let m be a subalgebra of m, and let 0 be a 
congruence relation of m. Then <[B)0; F) is also a subalgebra of m. 

Proof. Let ao,"', a ny - 1 E [B)0. Then ai ==b j (0) for some bj E B. Thus 

fy(ao,"', any -1) == fy(bo,' ", bny _1)(0), 

and since fy(b o, .. " bny -1) E B, we have that 

fy(ao,' ", any -1) E [B)0, 

which is what we had to prove. 

Theorem 2 (First Isomorphism Theorem). Let m be an algebra, 5B a 
subalgebra of m, and 0 a congruence relation of m. Then 

an isomorphism is given by 

"':[b)0-+[b]0B for bEB. 

Corollary. If we assume further that [B) 0 = A, then 

Remark. In other words, the corollary asserts that if m is a subalgebra 
of m, 0 is a congruence relation of m, and every congruence class contains 
an element of B, then m/0-;;;; m/0B • 

Proof. By Lemma 1, <[B)0; F) is a subalgebra of m. If we replace the 
algebra m by the subalgebra <[B)0; F) and the congruence relation 0 by 
0[B18, then we arrive at the special case of the corollary. Hence, it is 
enough to verify the corollary. 
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Consider the mapping cp: B -+ A/0 defined by bcp = [b] 0. Then cp is 
obviously onto since [B]0 =A means that for every a E A there is a 
bE B with [a]0=[b]0. cp is obviously a homomorphism and cp induces the 
congruence relation 0 B • Hence, by the Homomorphism Theorem (Theorem 
1), 'i8/0B~ ~/0, completing the proof. 

A direct proof, establishing that .p is an isomorphism, would also be 
very simple. 

The statement of the first isomorphism theorem can be visualized by 
means of a diagram. The whole algebra A is partitioned into subclasses 

b----f<' 
~(---[ble 

[bl8B -----~ 

by the congruence relation 0, In the figure, the classes are separated by 
the horizontal lines. The dotted area represents B. Picking out abE B, the 
doubly shaded area is [b]0B and the doubly shaded area together with the 
simply shaded area represents [b]0. The elements of B/0B are the inter­
sections of the equivalence classes with B; that this intersection is always 
nonvoid is guaranteed by the assumption that [B]0=A. The mapping.p 
makes an equivalence class correspond to its intersection with B. 

Let ~ be an algebra and let 0 be a congruence relation of~. Our object 
is to obtain a complete description of the congruence relations of the 
quotient algebra ~/0. To this end, we introduce the following notation. 
Let $ be a congruence relation of ~ with $;;;; 0; then $/0 is a binary 
relation on A/0 which is defined as follows: 

[a]0 == [b]0 ($/0) 

if and only if 

a == b($) (a, b E A). 

Lemma 2. $/0 is a congruence relaiion of~/0. 
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Proof. (i) <'P/0 is well defined because if [a]0=[ad0 and [b]0=[b1]0, 
i.e., a==a1(0) and b==b1(0), then 

[a]0 == [b]0 (<'P/0) 
if and only if 

a == b(<'P), 
which is equivalent to 

a1 == b1(<'P), 

since a==a1(<'P) and b==b1(<'P) (in the last step 0 ~ <'P was used). 
(ii) <'P/0 is an equivalence relation. This is obvious. 

(iii) <'P/0 has the substitution property. Indeed, assume that 
[a,]0==[b,]0 (<'P/0), i=O, 1,··., ny-I. Since a,==b,(<'P), we have that 

iy(ao, ... , any -1) == iy(bo, ... , bny -1)(<'P), 

which means that 

Hence, 

iy([ao]0, ... , [any _1]0) == iy([bo]0, ... , [bny -d0) (<'PI 0). 

This completes the proof of the lemma. 

a 
r-----(ale 

(al<l> --____.,. 

The diagram can be used to visualize the statement of the lemma. In the 
diagram 0 effects a partition of the elements of A as shown by the dotted 
lines and <'P a partition as shown by the solid lines. <'P/0 is the natural 
partition of classes modulo 0, i.e., <'P/0 is the partition of the "blocks" 
modulo 0 of A. 
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Consider the quotient algebra ~/ 0 and the congruence relation <1> of 
this quotient algebra. We define a congruence relation iii on A in terms of 
<1> as follows: 

a := b(iii) if and only if [a]0:= [b]0 (<1». 

Lemma 3. iii is a congruence relation of ~ and iii;;;; 0. 

Proof. (i) iii is an equivalence relation. This is trivial, since <1> is an 
equivalence relation. 

(ii) The substitution property holds for iii. Assume that aj:=b,(iii), 
O;;;;;i<ny. Then, by the definition of iii, we have that [a,]0:=[btJ0 (<1». 
Hence, 

/y([ao]0, "', [a"y_d0) := fy([bo]0, "', [b"y_d0) (<1»; 

therefore, 

[fy(ao,' ", a"y_I)]0 := [fy(bo," " b"y_I)]0 (<1», 

which implies that 

fy(ao," " a"y-l) := fy(bo,' ", b"y_l)(iii), 

which was to be proved. 
(iii) iii;;;; 0. If a:=b(0), then [a]0=[b]0, which implies that [a]0:= 

[b]0 (<1», and soa:=b(iii), which was to be proved. This completes the proof 
of Lemma 3. 

Lemma 4. <1>/0 = <1> if <1>;;;; 0. 

Proof. a:=b(<1>/0) if and only if [a]0:=[b]0 (<1>/0), which is equivalent 
to a:=b(<1». 

Lemma 5. If <1> E O(~/ 0), then iii/0 = <1>. 

Proof. Trivial. 

Theorem 3. Let ~ be an algebra and let 0 be a congruence relation of ~; 
consider <[0); ;;;;;), that is, the dual ideal [0) ={'Y I 'Y;;;; 0} ofij;(~) generated 
by 0. Then ij;(~/0)~ <[0); ;;;;;). This isomorphism is effected by 

<1> -+ iii (<1> E O(~/0», 
the inverse of which is 

(<1> E [0». 

In other words, the congruence relations of ~/ 0 behave exactly as do 
the congruence relations <1> of ~ with <1>;;;; 0. 

Proof. Let tP: <1> -+ iii, <1> E O(~/0) and let x: <1> -+ <1>/0, <1> E [0). Then, 
by Lemmas 4 and 5, tPX and XtP are the identity mappings; therefore, both 
are 1-1 and onto. 
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Since <l>0~<I>1 (for <1>0, <1>1 EC(I21/0)) implies that (f)o~(f)l> and con­
versely, we have that .p is an isomorphism. 

Theorem 4 (Second Isomorphism Theorem). Let 121 be an algebra, let 
0, <I> be congruence relations of 121, and assume that 0;;;; <1>. Then 

121/<1> ~ 121/0/<1>/0. 

This isomorphism is effected by 

[a]<I> ~ [[a] 0](<1>/0). 

This situation can be viewed as shown in the diagram, where <I> effects 
the partition shown by solid lines and 0 the partition shown by dotted 
and solid lines. 

[[aH) 1 (<1>/ El )-----------, a i/~---[al<l> 

Proof. This theorem follows directly from Lemma 5. 

Corollary. Let cp be a homomorphism of 121 into lB. If 0 is a congruence 
relation of 121 such that the equivalence relation induced by cp, eIP ~ 0, then 

.p: [a] 0 ~ acp 

is a homomorphism of 121/0 into lB. 

§12. HOMOMORPHISMS 

Our first goal in this section is to find all algebras which can be con­
structed from a given one by constructing subalgebras and homomorphic 
images repeatedly. 
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Lemma 1. Let m: and m be algebras. Let <p: A ~ B be a Iwrrwrrwrpkism 
and ij; a 8ubalgebra of m. Oonsider 

O<p-l = {x I X<pEO,XEA}. 

IfO<p-l is nonvoid, then (O<p-l; F) is a 8ubalgebra ofm:. 

Proof. Let Co,' . " Cny-l E O<p-l and form fy(co,"" Cny-l); applying <p, 
we obtain 

fy(co,' . " Cny-l)<P = fy(co<p,·· " cny-1<P) EO 

because ij; is a subalgebra and is thus closed under all operations. Hence, 
fy(co,' . " Cny-l) E O<p-l. 

Lemma 2. Let m:, m, and ij; be algebras. 

(i) Let m be a Iwrrwrrwrpkic image of m: and let ij; be a Iwrrwrrwrpkic image 
of m. Tken ij; is a Iwrrwmorpkic image of m:. 

(ii) Let m be a 8ubalgebra of m: and let ij; be a 8ubalgebra of m. Tken ij; 
is a 8ubalgebra of m:. 

(iii) Let m be a Iwrrwmorpkic image of m: and let ij; be a 8ubalgebra of m; 
then there exi8t8 a 8ubalgebra 'D of m: 8uck that ij; is a korrwmorpkic image of 'D. 

Proof. 
(i) By Lemma 7.5. 

(ii) It is obvious. 
(iii) Let <p be a homomorphism of m: onto m. Set D=O<p-l. Then 

D# 0, so by Lemma 1, 'D is a subalgebra of m:. By Lemma 7.4, ~ is a 
homomorphic image of 'D. 

Viewed diagrammatically, we have the following: Let 0 denote algebras; 
then let 

denote that the lower algebra is a homomorphic image of the upper 
algebra, and let 
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denote that the lower algebra is a subalgebra of the upper algebra. Then: 

(i) (ii) (iii) 

h 
.................... ,5 

~h 'r "" ..... ~ 

\ h 
Is I 

S I I 
I 

./ I 

/h 
/ 

I 
I 

I 
I 

where the arrows with the solid lines denote the assumptions and the 
arrows with the dashed lines denote the result. 

Definition 1. Let ~ and 58 be algebras. We say that 58 is a derived 
algebra of ~ if there exists a sequence of algebras, 5)1=xo, Xl"'" xn=58 
Buch that Xj is either a subalgebra or a homomorphic image of Xj -1' i = 

1,2"", n. 

Theorem 1. Let 58 be a derived algebra of~. Then 58 is a homomorphic 
image of a subalgebra of ~. 

Remark. As above, this statement can be visualized by observing the 
following diagram, where the letters a l , ... , an stand for h or s. 
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Proof (by induction on n). n= 1. There are then two possibilities: 

or 1 
These sequences can be enlarged to: 

s 

h and 

h 

respectively, since every algebra is a subalgebra and a homomorphic 
image of itself. Thus the theorem holds for n = 1. We assume that the 
result is true for n, and prove it for n + 1. 

1. If in the sequence there are two successive arrows having the same 
letter, then by (i) or (ii) of Lemma 2 they can be replaced by one arrow and 
we can apply the induction hypothesis. From now on, we can assume that 
there are no two consecutive arrows labelled by the same letter. 

2. Assume the first arrow is labelled by h and that the second is labelled 
by s. Then by (iii) of Lemma 2 they can be replaced by two arrows the 
first labelled by s and the second by h. If there are no more arrows, we are 
through. Otherwise the next arrow is h, and we come back to Case 1. 

3. If the first two labels are sand h, and there are no more, then we are 
through. If there is a third, it is an s and then, by (iii) of Lemma 2, the 
second and third arrows can be replaced by two arrows, the first labelled 
by s and the second by h, and the new sequence again falls into the cate­
gory of Case 1. This completes the proof of the theorem. 

Theorem 1 can be very neatly put in terms of "operators on classes of 
algebras», see §23. 

The following problem will come up frequently. We are given a mapping 
cp of a subset H of an algebra 21 into an algebra~. When can cp be extended 
to a homomorphism of 21 into ~? This question can easily be answered 
ifA=[H]. 

Theorem 2. Let 21 and ~ be algebras. 

(i) If ao, ... , an- I E A and bo, ... , bn- I E B, then there exists a homo­

morphism cp of <[ao,· .. , an-I]; F) into ~ with aocp=bo,· .. , an-Icp=bn- I if 
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and only if for every pair p, 'I of n-ary polynomial symbols, p(ao, ... , all_I) = 

q(ao,···,all-I) implies thatp(bo,···,bll_I)=q(bo,···,bll_I). If this is the 
case, then there is only one such cP and it is given by.-

cP: p(ao,· .. , all_I) - p(bo,· .. , bll _ I ), p E P(II)(T). 

(ii) Let (all i E I) and (bll i E I) be families of elements of A and B, 
respectively; there exists a homomorphism cP of <[{at liE 1}]; F) into 58 with 
aICP=bl , for iEI, if and only if for every n~III, for every choice of 
io,· .. , i ll _1 E I, and for every pair p, II of n-ary polynomial symbols, 
p(alo ' ••• , a l" _l)=q(alo ' ... , aln _ J implies that p(bio ' ••• , bl" - J = 

q(blo'···' bl"_l). If this is the case, then there is only one such cP and it is 
given by 

Proof. Both (i) and (ii) will follow from (*), which is (i) formulated for 
an arbitrary ordinal a and for 

a = <ao, ... , ay, ... )y<a, b = <bo, ... , by, ... )y<a. 

If cP is a homomorphism, and aycp = by then for any pair P, II of a-ary 
polynomial symbols p(ao, ... , ay, ... ) = q(ao, ... , ay, ... ) implies that 

p(bo, ... , by, ... ) = p(ao, ... , ay, .. . )cp = q(ao, ... , ay, ... )cp 

= q(bo, ... , by, ... ). 

Thus the uniqueness and the formula for cp follow. 
Now suppose that p(ao,···, ay, ... ) = q(ao, ... , ay, ... ) implies that 

p(bo, ... , by,· .. )=q(bo,· .. , by, . .. ). Using the notation of Theorem 8.2, 
this means that 0 a ~ 0 6. By the corollary to Theorem 8.2, 

CPI: p(xo, ... , x Y' ••• ) - p(bo, ... , by, ... ) 

is a homomorphism of ~(a)( T) into 58 with XyCPI = by for I' < a, and the con­
gruence relation induced by CPI is 0 6. Thus by the corollary to Theorem 
11.4, CP2: [x]0a - XCPI is a homomorphism of ~(a)(T)/0a into 58. By the 
corollary to Theorem 8.2, there is an isomorphism ifi between 

<[ao, ... , ay, ... ]; F) 

and ~(a)(T)/0a, and ayifi=[xy]0a, for 1'<11.. So ifiCP2 is a homomorphism of 
<[ao, ... , a" ... ]; F) into 58; since ayificp2 = (ayifi)cp2 = ([Xy]0a)CP2 =XyCPI =by, 
we have completed the proof of Theorem 2. 

Theorem 2 is so important that we give also a direct proof of the exis­
tence of cp. To simplify the notation, we prove it only in case (i). So let us 
assume that the condition of (i) is satisfied and consider the mapping 

cP: p(ao,· .. , all_I) - p(bo,· .. , bll _ I ). 
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(1) cP is defined on the whole of [ao,"', an - 1] because if 

a E [ao,' ", an- 1], 

then by Lemma 9.3, there exists a polynomial symbol p E p(n)( 1') such 
that a=p(ao, .. " an-1), proving that every element of A can be repre­
sented in the form p(ao, .. " an -1)' 

(2) cp is well defined, for, if a E A has two distinct representations 

a=p(ao,"',an_1) and a=q(ao"",an-1), 

then p(ao,"', an-1)=q(aO"", an- 1) and thus, by the condition of (i), 
p(bo, .. " bn- 1) =q(bo, .. " bn- 1). From the first representation, acp= 
p(bo," " bn- 1); from the second, acp=q(bo,' . " bn- 1), and in both cases 
we indeed get the same element of B. 

(3) cp is a homomorphism. Let co"",Cny_1E[ao,···,an_d. Then C1 

can be represented as 

Let p=fy(po," " Pny-1)' Hence 

fy(co, .. " Cny -1) = fy(po(ao, .. " an- 1), .. " Pny -l(aO, .. " an-1)) 
= p(ao,' . " an- 1)· 

Therefore, 

fy(co, .. " cny -l)CP = p(ao, .. " an-1)cp 
= p(bo,"" bn- 1) 
= fy(Po(bo, .. " bn- 1), .. " Pny -l(bo, .• " bn- 1» 

[since ci = Pi(aO' •• " an-1), c1CP= p(bo, .. " bn- 1)] 
= fy(cocp,"', cny-1CP)· 

(4) Since al=eln(aO,"', an- 1) and eln (bo,"', bn-1)=bi , we have that 
cP: al ~bl' 

This completes the second proof of the theorem. 

We shall now consider homomorphisms of an algebra into itself. 

Definition 2. A homomorphism cP of an algebra I)( into itself is called an 
endomorphism of 1)(. 

Denote the set of endomorphisms of I)( by E(I)(). Then E(I)() S; M(A), the 
set of all mappings of A into itself. 

Lemma 3. @:(I)() = <E(I)(); . > is a semigroup and Ii, the identity mapping, 
is the unit element of this semigroup. 

This semigroup is called the endomorphism semigroup of the algebra 1)(. 

It is a subalgebra of the algebra <M(A);.). 
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Theorem 3. Let 6 be a 8emigroup. There exist8 an algebra ~ 8uch that 6 
is isomorphic to ~(~) if and only if 6 has a unit element (i.e., an element 
1 BUCh that I·x=x·I =X for all x e 8). 

Proof. The "only if" part follows from Lemma 3. To prove the "if" 
part, assume that 6 has a unit element 1. Construct an algebra as follows: 
Let A =8 and for a e8, define a unary operation fa (x) = ax. Set 

F = (fa I a e8) 

and consider the algebra ~=(A; F). We want to describe all the endo­
morphisms of~. To this end, for a e A define a mapping f(Ja by XCPa=xa. 
This is a mapping of A into itself. 

(i) CPa=CPb if and only if a=b. 
Indeed, If(Ja=a, Icpb=b. Hence, CPa=CPb is equivalent to a=b. 

(ii) CPa E E(~). 

Since fb(x)CPa = (bx) ·a=b(xa) =fb(xcpa). 
(iii) f(Ja· CPb = CPab· 

Indeed, x(CPaf(Jb) = (Xcpa)CPb = (xa)b =x(ab) =xcpab. 
(iv) Let cP E E(~). Set a= Icp. Then f(J=CPa. 

Compute: xcp=!:AI)f(J=f",(If(J) =f",(a) =xa=xcpa· 
(v) a -+ CPa is an isomorphism between 6 and ~(~). 

Consider the mapping .p: a -+ CPa . .p is 1-1 by (i) . .p is onto by (iv). It 
preserves multiplication by (iii). Therefore, .p is an isomorphism. This 
completes the proof of Theorem 3. 

Remark. This result was found and was semi-published by A. G. 
Waterman (in the preliminary version of the third edition of G. Birkhoff's 
Lattice Theory) and by G. Gratzer (Some results on universal algebras, 
mimeographed notes, August 1962). The first published proof is in M. 
Armbrust and J. Schmidt [1]. The idea of the proof comes from G. Birkhoff 
[5]. The result is implicit in J. R. Isbell [1]. It is also a special case of 
Yoneda's Lemma, well known in category theory. In their recent paper 
[1], Z. Hedrlin and A. Pultr prove that in Theorem 3 the algebra ~ can be 
chosen to be of type (I, I); see Exercises to Chapter 2. 

Let f(J be an endomorphism of the algebra ~. If cP is also 1-1 and onto, 
then f(J is called an automorphi8m. Let G(~) denote the set of all auto­
morphisms of A, G(~) S;E(~). 

Lemma 4. &(~) = (G(~); .) i8 a group and it i8 a 8ubalgebra of ~(~) 
and of (M(A); .). 

Proof. Clear. 

&(~) is called the automorphi8m group of~. 
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Corollary 1 (to Theorem 3) (G. BirklwfJ [5]). Every group is isomorphic 
to an auiomorphism group of 80me algebra. 

Proof. Consider a group @. Apply Theorem 3 and obtain the algebra ~. 
Then 

By this isomorphism, every endomorphism rp has a two-sided inverse; 
hence by Theorem 5.1 E(~)=G(~) and so @~~(~)= @(~). In fact, we 
proved somewhat more than was required. 

Corollary 1'. Given a group @, there exists an algebra ~ 8uch that the 
automorphi8m group of ~ i8 i80morphic to @ and every endomorphi8m of ~ 
i8 an automorphism. 

For a general study of automorphism groups, see the monograph of 
B. I. Plotkin [1]. 

Suppose we are given a semigroup e and a group @. When is it possible 
to find an algebra ~ such that 

and 

Let us observe (Theorem 5.1) that an endomorphism rp of the algebra ~ 
is an automorphism if and only if there exists an endomorphism Vs· such 
that Vsrp = rpI/s = e. 

Corollary 2. Let e be a 8emigroup with identity and @ a group. Set 

G' = {x I XES, x has a tWO-8ided inver8e}. 

Then there exists an algebra ~ 8uch that 

and 

if and only if @~ @'. 

Proof. The "only if" part follows from the previous remark. To verify 
the "if" part, let ~ be the algebra constructed in Theorem 3. Then rpa is 
an automorphism of ~ if and only if a has a two-sided inverse in e. 

Indeed, a has a two-sided inverse b, that is, ab = ba = 1, if and only if 
rpa . rpb =rpb'rpa = rpl =e. 

Some other semigroups can also be constructed from an algebra ~{, 
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namely, the semigroups of all 1-1 homomorphisms and all onto homo­
morphisms, respectively. Their properties will be described in the exer­
cises. For the best result in this field, see M. Makkai [1]. 

The algebra 52l is called simple if its only congruence relations are w, £. 

Suppose ep is an endomorphism; then B fP , defined by XBfPY if and only if 
xep = yep, is a congruence relation. Suppose we consider now endomorphisms 
ofa simple algebra 521. Then BfP=£ or w. BfP=W means that ep is 1-1 and thus 
by Theorem 5.1, {3ep=yep implies {3=y if {3 and yare arbitrary endomor­
phisms. BfP = £ means that ep maps every element onto a single element 
a, ep: x ---+ a EA. This implies that ex· ep = ep for any endomorphism ex. 

Lemma 5 (G. Gratzer [7]). Let 52l be a simple algebra. Then in the 
endomorphism semigroup of 52l every element ep is either a right annihilator or 
ep satisfies the right cancellation law. 

Some further information on this topic can be found in the exercises. 
Endomorphisms can be considered as unary operations; thus from the 

algebra 521=(A; F) we can form (A; F U E(521)=521'. The congruence 
relations of 521' are called the fully invariant congruence relations of 521. 
Thus they form an algebraic lattice. Theorem 10.6 applied to 521' gives the 
following useful result. 

Theorem 4. Let 52l be an algebra, a, b E A and a#b. Then there exists a 
maximal fully invariant congruence relation \f of W such that a ¢ b (\f). 

If we specialize the corollary to Theorem 11.4 to the special case 
W=l8, we get the following result. 

Lemma 6. Let ep be an endomorphism and 0 a congruence relation of the 
algebra W. Then ij;: [a] 0 ---+ [aep] 0 is an endomorphism of W/0 if and only if 
a == b( 0) implies that aep == bep( 0). 

Corollary. If 0 is fully invariant, then ep ---+ ij; is a homomorphism of 
Q:(W) into Q:(W/0). 

EXERCISES 

1. Let A and B be sets and <p a mapping of A into B. Let 0 be an equivalence 
relation on A. Prove that ij;: [x] 0 --->- x<p is a mapping of A / 0 into B if and 
only if a == b( 0) implies that a<p = b<p, i.e., 0;;:; BfP' 
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2. Which groups <G;·, I) have the property that every subalgebra is a 
group? 

3. Let <G; " I) be a group, 0 a congruence relation of <G; " I), N = [1] 0. 
Then N is normal, i.e., aeN, xeG imply xux- 1 eN. Further, x=y(0) 
if and only if xy-1 eN. 

4. If <N;., I) is a normal subgroup (i.e., N is normal and <N;·, I) is a 
subgroup) of <G;·, I), then the relation 0 defined by x=y(0) if and 
only if xy - 1 e N is a congruence relation and [1] 0 = N. 

5. Formulate and prove the statements of Ex. 3 and Ex. 4 for rings. 
6. Let <L; V, A) be a lattice with a zero element, 0, and 0 a congruence 

relation of <L; v, A). Then [0] 0 is an ideal. 
7. Is the converse of Ex. 6 true? That is, can every ideal I of a lattice 

<L; V, A) with a zero be represented as 1= [0] 0 for some congruence 
relation 0? If I can be so represented, is 0 unique? 

S. The same question as in Ex. 7 for distributive lattices. 
9. The same question as in Ex. 7 for Boolean algebras. 

10. Consider w"=<A;jO,j1) of type <1, I), where A={a,b}, and jo(a)=b, 
jo(b)=a,j1(x)=b. Find p<1l(W,,). 

11. Find PCn)(W,,), if W" is the algebra of Ex. 10. 
12. Let W" be a unary algebra, i.e., of type <1, 1, .. " 1, ... ). Describe p<n)(W,,) 

in terms of P<1)(W,,). 

13. Let 58 be a Boolean algebra with more than one element. An n·ary atomic 
Boolean polynomial is one of the form x~o A ... A x~n -=-l, where i o,' . " in- 1 
are zeros and ones, X~I = xJ if iJ = 0, X}I = xi if iJ = 1. Prove that every 
n-ary polynomial over 58 is a join of atomic polynomials. 

14. Prove that there are exactly 22n elements of p<n)(58). (58 as in Ex. 13.) 
15. Let 2 be a lattice. Describe P<1)(2) and P<2)(2). 
16. Prove: if W" is finite, o( T) < w, then p<n)(W,,) is finite. 
17. Characterize pCQ)(W,,) in terms of the following composition of functions: if 

then p =1': (Po, •. " Pny -1) is a function of no + ... + nny -1 variables, and 

p(Xo, .. " Xno + ... +n"y_ 1 -1) = jy(Po(Xo, .. " Xno -1)' 

Pl(Xno'·. o'Xno+n1-l),···, 

Pny-l(Xno + ... +nny- 2"'" Xno+ ... +nny-l-l ». 
(See, e.g., J. Schmidt [5]). 

IS. For an algebra W" set L(W,,) = {n I n ~ 2 and pcn)(W,,):;t: pCn.n -1)(W,,)} (see 
K. Urbanik [4]). Let 58 be a Boolean algebra; set g(xo, Xl> X2) =XO+Xl +X2' 
where U+V=(UAv')V(u'AV). Find L«B;g». (Hint: if IBI>I, then 
L«B; g»={2n+ 11 O<n<w}.) 

19. Describe all possible ways of constructing" ranks" of polynomial symbols. 
20. Let p, Po, .. " Pn -1 be a-ary polynomial symbols, r an n-ary polynomial 

symbol, and p=r(po,"" Pn-l)' If r=jy(ro,"" rny -l), then p= 
jy(qo,"" qny-l), for some q, e pca)(T). 



72 OH. 1. SUBALGEBRAS AND HOMOMORPHISMS 

21. Let p, q be n-ary polynomial symbols, ro,"', rn-l be fJ-ary polynomial 
symbols, and p(ro,"', rn-l)=q(rO,"', rn-l)' What conclusion can be 
drawn from this? 

22. Let K£K(T) be a class of algebras such that no polynomial algebra 
belongs to K. Is it still pOBBible that 0 K =w? 

23. ExpreBB 0 K in terms of 0 a. 
24. Prove Lemma 8.5' and Theorem 8.1'. 
25. Formulate and prove the converses of Lemmas 8.7, 8.8, and 8.9. 
26. Prove that if f(xo,"" xn- 1 ) is an algebraic function of m: and 0 is a 

congruence relation on m:, and a,=b,(0) for O;;;;i<n, then 

27. Prove that if f(xo,"" Xn-l) is a function defined on a Boolean algebra 
58 such thatf has the substitution property with respect to any congruence 
relation, thenf is an algebraic function. (G. Gratzer, Revue de Math. Pure 
et Appliquees, 7 (1962), 693-697). 

28. Find all functions on a distributive lattice 2 with 0 and 1 which have the 
substitution property. (G. Gratzer, Acta Math. Acad. Sci. Hungar., 15 
(1964), 195-201). 

29. Let m: be an algebra, 0:j:. B £ A such that for any algebraic functionf and 
bo,"', bn- 1 E B, we havef(bo,"" bn-d E B. What can we say about B? 

30. Let m: be an algebra and let U(m:) be the set of all unary polynomials, 
considered as mappings of A into itself. Prove that <U(m:); . > is a semi­
group with identity and if the algebra is finite then so is this semigroup. 
Prove that every finite semigroup with an identity is isomorphic to some 
<U(m:); • > where m: is a finite algebra. 

31. If a is constant in m:, then m: has a smallest subalgebra 58 and b E B if and 
only if b is constant in m:. 

32. Let 58 be a subalgebra of m:. Then p -+- PB is a homomorphism of $<n)(m:) 
onto$<n)(58) 

33. Let K o and Kl be classes of algebras, Ko£K1 • Then $<n)(Ko) is a homo­
morphic image of $<n)(K1 ). 

34. Let K be the class of Boolean algebras. Prove that p<n)(K) has 22B ele­
ments. (Hint: prove that p<n)(K)~ p<n)(58) for every 58 E K, with IBI > 1 
and use Ex. 14.) 

35. For an algebra m: let Y'0(m:) denote the system of all subsets B of A such 
that <B; F> is a subalgebra of m:. If Y'0(m:) is not a closure system put 
Y'*(m:) = Y'0(m:) u { 0}, otherwise put Y'*(m:) = Y'O(m:). Prove that Y'*(m:) 
is an algebraic closure system. Characterize Y'*(m:). 

36. Let m: be a unary algebra. Prove that if A, E Y'(m:) for i E I and I:j:. 0, 

then U (A,I i E I) E Y'(m:). 
37. Characterize Y'(m:) for unary algebras. 
38. Define the subalgebra lattice 2(m:) as <Y'(m:); £>. Prove that 2(m:) is an 

algebraic lattice. 
39. Let 2 be an algebraic lattice. Prove that there exists an algebra m: with 

2(m:) ~ 2 (2(m:) was defined in Ex. 38). 
40. The multiplicity-type p. of an algebra. m: is a. sequence of cardinals 
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<mO,ml,···,m.,"·)'<"" where m.=i{yly<o(T),ny=i}l, that is, m. is 
the "number" of i-ary operations. Let T(p.) denote the class of all 
algebraic closure systems 9'(~), where the multiplicity type of ~ is p.. 
Find an algebra ~ for which 9'(~)¢T«m,n,I,O,O,···,O,···») for 
anym,n. 

41. Let p.=<mo,···, m.,···) and p.'=<m~,···, m;,···) be multiplicity­
types (see Ex. 40). Is it true that if 2 (m.1 i <j) ~ 2 (m; I i <j) holds for 
infinitely many j, then T(p.) s; T(p.') ? 

42. Find p. #: p.' such that T(p.) = T(p.'). 
43. * Prove that in Ex. 39 ~ can always be chosen of multiplicity-type 

<O,m, 1,0,0,···,0,·.·) for some m. 
44. Let ~ be an infinite directed partially ordered set. Prove that P can 

always be represented in the form P= U (pyl y<a), wh@re <Py; ~) is 
directed, P yS;P6 for y<ll<a and IPyl<IPI for all y<a. (T. Iwamura, 
Zenkoku Shijo Sugaku Danwakai, 262 (1944), 107-111). (Hint: Use 
Theorem 9.3.) 

45. Let ~ be an algebra and 0 a binary relation on A. Then 0 is a congruence 
relation of ~ if and only if it is a congruence relation of each algebra 
<A; /y), y < o( T). 

46. Prove Lemma 10.2 without using the concept of a uniform sequence. 
47. Let FS;F1 • Prove that <r«A; F 1») is a complete sublattice of <r«A; F»). 

Derive Corollary 2 of Lemma 10.2 from this statement. 
48. Prove Lemma 10.3 directly, that is, without using Lemma 10.2. 
49. Let A be a set and d an algebraic closure system over A x A. Give a 

necessary and sufficient condition on d for it to represent a set of equiva­
lence relations on A which forms a complete sublattice of the lattice of all 
equivalence relations on A. 

50. To every algebra ~ = <A; F) there corresponds a unary algebra ~'= 
<A; F 1) such that 0 is a congruence relation of ~ if and only if it is a 
congruence relation of~'. 

51. Let 2 = <L; V, ,,) be the four element chain. Find in 2 a compact 
congruence relation which is not principal. 

52. Let 2 = <L; v, ,,) be a distributive lattice. Prove that every compact 
congruence relation of 2 is principal if and only if 2 is relatively comple­
mented, that is, a ~ b ~ c (a, b, c E L) implies that there exists a dEL with 
b V d = a, b 1\ d = c. (Use the following result of G. Gratzer and E. T. 
Schmidt (Publ. Math. Debrecen, 5 (1958), 275-287): if a property P of 
distributive lattices is preserved under the formation of homomorphic 
images and the three element chain does not have property P, then every 
distributive lattice having property P is relatively complemented.) 

53. (G. Gratzer and E. T. Schmidt [1]) Prove that for every algebra ~ there 
exists an algebra 211 such that<r(21)~ <r(21d and every compact congruence 
relation of 211 is principal. 

54. Show by example that in Theorem 10.3 n cannot be fixed. 

* Necessary and sufficient conditions for .9'(21) e T(JL) and T(JL)S; T(JL'} were 
given by M. I. Gould. 
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55. Let ~ be an algebra and ~ a subalgebra of~, 8 a congruence relation of 
~. Assume that there exists a congruence relation III of ~ such that 
IllB= 8. Prove that there exists a smallest III with this property. 

56. Under the conditioIis of Ex. 55, does there exist a maximal Ill? 
57. Work out Example (2) of §10. 
58. Find a lattice <L; V, A >, congruence relations 8, III of <L; v, A> and 

elements a, b in L such that a:: b( 8 V Ill) for which any sequence a = 
Zo, Zh···' z,,=b (z, E L) satisfying 

z, :: z'+1(8) or z,:: z'+1(Ill), i = 0,1,···, n-l, 

is at least of length m for a given positive integer m. 
59. Let m be a fixed cardinal number. Find an algebra ~ and a, b e A such 

that the set of all congruence relations 'I' which are maximal with respect 
to the property a $ b('Y) is of cardinality m. 

60. Let ~ be an algebra, 0 :f:B£A and assume that <[B] 8; F> is a sub­
algebra of ~ for every congruence relation 8. Prove that ~ is a subalgebra 
of~. 

61. Let ~ be an algebra and 0 :f:B£A, 8 and III congruence relations of~. 
Define Bo=B, Bl=[Bo]8, B 2=[Bdlll, B a=[B2]8,···. Prove that 

[B](8 V Ill) = Be U Bl U B2 u···. 

62. Prove that if 8 III = III 8, then 

[B]( 8 V ell) = B 2 • 

63. Let 8 and III be congruence relations of~ and B£A. 8 and III are weakly 
associable over B if [B](8v Ill) = [[B] 8] III = [[B] Ill] 8. Does [B](8 V Ill) = 
[[B] 8] III imply that 8 and III are weakly associable over B? 

64. Let ~ be an algebra, and ~ a subalgebra of~. Let 8 be a congruence 
relation of ~ and III be a congruence relation of ~ such that 8B~ Ill. We 
define a binary relation 8(1ll) on [B]8 as follows: a::b(8(Ill» if and only 
if there exist c,deB such that a::c(8), c::d(ell), d::b(8). Prove that 
8(ell) is a congruence relation of the algebra <[B] 8; F>. 

65. Using the notation of Ex;. 64, prove the isomorphism 

[B]8/8(1ll) ~ BIIll. 

66. (Zassenhaus Lemma) Let <D; F> and <E; F> be subalgebras of <A; F> 
and assume that D (l E:f: 0. Let 8 and III be congruence relations of 
<D; F> and <E; F>, respectively. Set 

Then we have the following isomorphism: 

[D (l E] 81 8('1') ~ [D (l E]lll/ell('Y.) 

(A. W. Goldie [1]). 
67. Find a mapping which sets up the isomorphism of Ex. 66. 
68. (Jordan-Holder-Schreier Theorem) A normal series of an algebra ~ is a 

finite sequence (*) ~ =~o, ~l' ••. ,~" of subalgebras such that (i) 
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Ao '2 Al '2 ... '2 An, (ii) there exist 0, e O(~,), i = 0,· . " n with 0" = w and 
A,=[An]0'_l> i= 1,···, n. If (**) ~=58o,"" 58m is another normal 
series, the two normal series are said to be isomorphic if n=m, mn =58m 

and the 0, e O(m,), <l>j e O(58j ) can be chosen in such a way that 
md0,~58kj/<I>"j' i=O,···, n-l, for a certain permutation ko,"', kn - 1 

of 0" . " n-1. (**) is a refinement of (*) if every 58, is an mj' Prove that 
(*) and (**) have isomorphic refinements if mn =58m and the 0, and <l>j 

can be chosen in such a way that (0 j )A,nBj is weakly associable with 

(<I>j)A,nBj over An = Bm. (This formulation is from Gratzer [4J. See also 
A. W. Goldie [IJ and M. 1. Gould [1].) 

69. Interpret Ex. 64, 65,66,67, and 68 for the cases of groups and rings. 
70. Let 0 and <I> be congruence relations of a group or a ring. Prove that 

0<1>= <1>0. 
71. Can the statement of Ex. 70 be proved for lattices (distributive lattices)? 
72. Let 0 and <I> be congruence relations of a group. Describe [lJ( 0 V <1» in 

terms of [lJ 0 and [IJ<I>. 
73. Give the group.theoretic form of Theorem 11.3. 
74. Simplify the statement of Theorem 10.3 for lattices. (R. P. Dilworth). 
75. Prove that in a distributive lattice c =d( 0(a, b)) if and only if 

[(a A b) V (c A d)] A (c V d) = cAd 

and 

[(a V b) V (c A d)] A (c V d) = c V d. 

(G. Gratzer and E. T. Schmidt, Acta Math. Acad. Sci. Hungar., 9 (1958), 
137-175.) 

76. Give the ring. theoretic form of Theorem 11.4. 
77. Let m be an algebra which has a smallest subalgebra. Prove that every 

derived algebra of m has a smallest subalgebra. 
78. Prove the corollary of Theorem 8.2 from Theorem 12.2. 
79. (G. Gratzer [7]) Prove the following converse of Lemma 12.5: Let ~ be a 

semigroup with identity in which every element a is either a right anni­
hilator or a satisfies the right cancellation law; then there exists a simple 
algebra m such that ~(m) ~~. 

80. Let Eo(m) denote the set of all onto endomorphisms of m. Prove that 
~o(m) = (Eo(m): . > is a semigroup with identity satisfying the left 
cancellation law. 

81. Prove the converse of Ex. 80. 
82. Let E1(m) denote the set of all 1-1 endomorphisms of m. Prove that 

~l = (E/(m): . > is a semigroup satisfying the right cancellation law. 
83. (E. Fried and M. Makkai) Let a e E/(m), f3 e Eo(m), and y, 8 E E(m) such 

that ya = f38. Then there exists a cp E E(m) such that y = f3cp and cpa = 8. 
84. (M. Makkai [1]) Find additional properties of (~(m), ~l(m), t¥:o(m». 
85. m and 58 are said to be weakly isomorphic if (A, p(W)(m» is isomorphic to 

(B: P(W)(I.B» (Ill and I.B may be of different types). Prove that if m and I.B 
are weakly isomorphic, then the subalgebra lattices, congruence lattices, 
and endomorphism semigroups are isomorphic. 
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86. (Goetz[IJ) Let x ->- x be a weak isomorphism of the group (G;., I) to the 
group (G;o, 1'). If x2y=yz2 for every x, ye G (Le., x2 is in the center of 
Qj), then aob=a·b for every a, beG or aob=b·a for every a, beG, 
and 1 =1'. 

87. Define the concepts of homomorphism, congruence relation, and sub­
algebra for infinitary algebras. Prove the results of §7. 

88. The type l' of an infinitary algebra ~ is a sequence (ao,"" ay,···), 

y < o( 1'), where a y is an ordinal. The characteristic m( 1') of l' is the smallest 
infinite regular cardinal m such that IXy<m for all y<O(T). Then ~ is an 
algebra if and only if the characteristic is No. 

89. Define polynomials and polynomial symbols for infinitary algebras of 
type 1', by transfinite recursion. Prove that every polynomial (polynomial 
symbol) can be built up in le88 than Wmc<) steps. 

90. Generalize the results of §8 for infinitary algebras. 

91. Prove that I[H]I;;i!(IHI!!!+m(T»·o(T), for infinitary algebras, where 
IHI!!! = ~ (IHI!!ln<m). 

92. (G. Gratzer [8]) Generalize Theorems 9.1 and 9.2 to infinitary algebras 
using the concept of m-algebraic closure SY8tems (a e [H] implies 
a e [H l ] for some Hl r;;,H with IHll < m). 

93. (G. Gratzer [8]) Generalize Ex. 38 to infinitary algebras (use Ex. 0.82). 
94. Show that ~(~) is always a complete lattice even for infinitary algebras, 

but Lemma 10.2 is false in general. 
95. Find counterexamples for Theorems 10.3 and 10.6 among infinitary 

algebras. 
96. Prove that the results of §11 carry over to infinitary algebras. 
97. (M. Armbrust and J. Schmidt [1]) Let Qj be a group of permutations of 

a set A. Prove that there exists an infinitary algebra ~ whose auto­
morphism group is Qj. 

98. (P. Erdos and A. Hajnal [1]) Prove that for each n < W there exists an 
algebra ~=(A;f) of type (2) such that IAI =Nn and ~ has no proper 
subalgebra of power Nn • 

99. Find two algebras ~ and m such that there exist homomorphisms of ~ 
onto m and of m onto ~ but ~ and m are not isomorphic. Can ~ and m 
be chosen to be semigroups? 

100. (D. Monk [1]) Let ~ be an algebra with more than one element with the 
property that every homomorphic image of ~ with more than one element 
is isomorphic to ~. Prove that ~(~) is well ordered. 

PROBLEMS 

1. (a) Let ILo and ILl be multiplicity types. (See Ex. 40-42.) 
(1) Find neceBBary and sufficient conditions for T(ILo) r;;, T(ILl) and 

T(ILo) = T(ILl)' 
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(2) Let s# be an algebraic closure system. Find necessary and sufficient 
conditions for s# E T(I'), where I' is a fixed multiplicity type. 

(3) Find a "normal form" theorem for multiplicity types, that is, 
find a set N of multiplicity types, such that (i) I' E N can be easily 
determined; (ii) for every multiplicity type 1'0 there exists a 1'1 E N with 
T(l'o) = T(I'I); and (iii) if 1'0 #:- 1'1' 1'0' 1'1 EN, then T(l'o) #:- T(I'I). 
(b) Same as (a) for infinitary algebras. 
(c) Can T(l'o) S T(I'I) be tested using the polynomial algebras only? 
(d) Can T(l'o) S T(l'd be tested using" small" algebras only? Is small = 

finite for countable multiplicity types? 
2. Let s# s P(A x A). Find necessary and sufficient conditions on s# for the 

existence of an algebram:=<A; F> withd=O(m:). 
3. Let EsM(A). Find necessary and sufficient conditions on E for the 

existence of an algebra m:=<A; F> with E=E(m:).t 
4. Characterize the closure system of the closed subalgebras of a topological 

algebra. (m: is a topological algebra if a topology T is defined on A such that 
every fy is continuous. A similar, but easier, problem was solved in 
O. Frink and G. Gratzer [1].) 

5. Is the isomorphism of normal series (Ex. 68) transitive? Is it transitive for 
compo8ition series (normal series with no proper refinement)? 

6. Describe all algebras m: with the property that all functions having the 
substitution property with respect to any congruence relation are alge. 
braic functions. (See Ex. 27.) 

7. Let @: be a semigroup and 2 an algebraic lattice. Wbent is it possible to 
find an algebra m: with @:(m:) ~ @: and ij;(m:) ~ 2 ? 

8. Let m: be an infinitary algebra of characteristic m; let a topology !T be 
defined on A (i.e, !T is a closure system; an X E!T is called a closed set) 
and let us assume that if 58 is a subalgebra of m: and 0 is the topological 
closure of B, then ij; is also a subalgebra ofm:. Let!/' u(m:) denote the system 
of all closed subalgebras of m: which can be generated by < n elements. 
Characterize!/' u(m:). (References: O. Frink and G. Gratzer [1], G. Gratzer§ 
[8].) 

9. Describe the semigroups which are isomorphic to an endomorphism semi. 
group of an algebra with a given "small" congruence lattice. (For simple 
algebras, see G. Gratzer [7].) 

t The case when all the <pEE are permutations has been completely settled by B. 
J6nsson, W. A. Lampe, and independently by P. Goralcik, Z. Redrlin, and J. Sichler, 
who also have interesting contributions to the general case. 

~. It was conjectured by the author that the automorphism group and congruence 
lattice are independent (with the trivial exception mentioned in Exercise 2.34). This 
was claimed to have been proved by E. T. Schmidt [2], the proof, however, was 
incorrect (two computations went wrong, one is mentioned in Exercise 2.31). Never· 
theless, the conjecture still seems to be true. References: G. Gratzer [7], Exercise 79, 
Exercise 2.35. W. A. Lampe has some relevant unpublished results, see Exercises 
2.43 and 2.44. 

§ Note that Theorem 4 of G. Gratzer [8] is incorrect as stated, but the mistake is 
easy to correct. 
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10. Let K be a class of algebras and :It" the category whose morphisms are the 
homomorphisms in K. Let .H and JI' denote the 1-1 and onto homo­
morphisms, respectively. Characterize the triple <:It", .H, JI'>. (If K con­
sists of a single algebra, this was solved by M. Makkai [1]. Note that all 
conditions ofM. Makkai [1] can be formulated in the general case.) 



CHAPTER 2 

PARTIAL ALGEBRAS 

§13 and §16 contain the elements of the theory of partial algebras. 
§14 and §15 are rather technical; the reader is advised to omit the proofs 
at the first reading. §17 and §18 give the characterization theorem of 
congruence lattices; the reader should omit these sections completely at 
first reading. Since §17 and §18 contain a long series of results, it is useful 
to cover them first without reading the proofs. These two sections were 
included to show the usefulness of partial algebras. 

§13. BASIC NOTIONS 

Let us recall that a partial algebra ~ is a pair (A; F) where A is a non­
void set and F is a collection of partial operations on A. We will always 
assume that F is well ordered, F=</o,/I'··· ,I,,··· )'<0«). The type 'T 

of the partial algebra ~ is defined in the same way as for algebras. 
Two partial algebras ~, 58 of the same type T are isomorphic if there 

exists a 1-1 mapping cP of A onto B such that/,(ao,···, a".-l) exists if 
and only if/,(aocp,· .. , a".-ICP) exists and 

I,(ao,···· a"._l)cp = I,(aocp,···, a",_ICP)· 

The first question that arises is why we consider partial algebras in the 
study of algebras. Our most important motivation is the following: 
Consider an algebra ~ and a nonvoid subset B of A. Restrict all the opera­
tions to B in the following way: Let I, E F, bo,· .. , b"._l E B; if 
I,(bo, ... , b",_l) E B, then we do not change I,(bo, ... , b",_l). However, 
if/,(bo,···, b"._l) ¢ B, we will say that/y(bo, ... , b"._l) is not defined. We 
will denote by 58 = <B; F) the system that arises. 

In spite of the fact that we started out with an algebra, 58 is only a 
partial algebra unless B is closed under aU the operations. 

Thus we can say that the language of partial algebras is the natural one 
if we want to talk about subsets of an algebra and the properties of 
operations on these subsets even if the subsets are not closed under all the 
operations. The question we are now going to settle is a very simple one. 
Is the concept of partial algebras too general from this point of view 1 

'19 
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Theorem 1. Let lB be a partial algebra. Then there exists an algebra 2r 
and A 1 s;; A such that 

Proof. Construct A as Bu{p} (piB). If fy(ao,···,an,-1)=a in lB, 
keep it. Otherwise, let fy(ao,···,an,-l)=P. Take A 1=B; the rest is 
trivial. 

For algebras, there is only one reasonable way to define the concepts 
of subalgebra, homomorphism, and congruence relation. For partial 
algebras we will define three different types of subalgebra, three types of 
homomorphism, and two types of congruence relation. In many papers, the 
authors select one of each (probably based on the assumption that if there 
was one good concept for algebras then there is only one good concept for 
partial algebras) and give the reasons for their choices. In the author's 
opinion, all these concepts have their merits and drawbacks, and each 
particular situation determines which one should be used. 

First we define the three subalgebra concepts. 
Let 2r be a partial algebra and let 0 # B c;;:; A . We say that lB is a sub­

algebra of 2r if it is closed under all operations in 2r, i.e., if bo, ... , bn, -1 E B 
and fy(bo, ... , bn, -1) is defined in 2r, then 

fy(bo, ... , bn, -1) E B. 

In this case, 

where D(fy,2r) and D(fy, lB) denote the domain of fy in 2r, and in lB, 
respectively. 

In the case of algebras, the new notion of subalgebra is the same as the 
old one. 

We shall now describe other ways of obtaining partial algebras from a 
given one. 

Consider a partial algebra 2r and let 0 # B s;; A. For every y < o( T) we 
define fy on B as follows: fy( bo, ... , bny _ 1) is defined for bo, ... , bny -1 and 
equals b if and only iffy(bo, ... , bn -1) is defined in 2r andfy(bo, ... , bn, -1) = 
bE Bin 2r. Thus for lB = <B; F) we have that 

D(fy, lB) = {<bo, ... , bn, -1) I <bo, ... , bn, -1) E D(fy, 2r) n Bn, 
and fy(bo, ... , bn, -1) E B}. 

In this case, we say that lB is a relative subalgebra of 2r, and 2r an exten­
sion of lB. We will use the convention that if we write, "let 2r be a partial 
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algebra, B!:;A, then the partial algebra ~ ... ", then ~ always means the 
relative subalgebra determined by B. Observe that a subalgebra ~ of a 
partial algebra ~ is only a partial algebra, and that a subalgebra ~ is a 
relative subalgebra of ~ with D(f" ~) = D(f" ~) ('\ B"y, for 'Y < o( 1'). 

To introduce the third kind of subalgebra, we will have to be somewhat 
more careful about our notation. Let ~ be a partial algebra and 1'0 oF B!:; A. 
Suppose we have partial operations f,' defined on B such that if 
fy'(bo, .. " b"y_1) =b, thenf,(bo, .• " b"y -1) =b. Let 

Then we say that ~1 =(B; F') is a weak sUbalgebra of~. In this case, 

Note that we could not use the notation (B; F) in this case because this 
would suggest that the partial operations on B are the restrictions of the 
partial operations on A which is not at all the case. 

Next we define three notions of homomorphism. 
Suppose that ~ and ~ are partial algebras. 11': A -+ B is called a homo­

morphism of ~ into ~ if whenever f,(ao,"" a"y_d is defined, then so is 
f,(ao!p,· ", a"y_1!p) and 

By the definition of homomorphism, if f, can be performed on some 
elements of A, thenf, can be performed on their images. A homomorphism 
is called full if the only partial operations which can be performed on the 
image are the ones that follow from the definition of homomorphism. 

Formally, the homomorphism II' of ~ into ~ is a fuU homomorphism if 

imply that there exist bo,' ", b"y_l, b E A with bo!p=ao!p,·· " b"y-l!p= 
a"y-l!p, b!p=aq> andf,(bo," " b"y_l)=b. 

A strong homomorphism II' is a homomorphism such thatf,(ao," " a"y_1) 
is defined in ~ if and only iff,(ao!p,· . " a"y-l!p) is defined in~. 

Every strong homomorphism is thus a full homomorphism, but the 
converse is false. Every full homomorphism is a homomorphism, and the 
converse is again false. In the case of algebras, all three concepts are 
equivalent to the concept of a homomorphism of an algebra. 

Let II' be a homomorphism of~ into~, O=A!p, and (t the corresponding 
relative subalgebra of~. If II' is an isomorphism of ~ and (t, then II' is 
called an embedding of ~ into~. 
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We shall now discuss congruence relations. 
Given a partial algebra ~ and 0, an equivalence relation, 0 is called a 

congruence relation if we have: 

(SP) If at == bt( 0) and if f,(ao, .. " any -1) and f,(bo, .. " bny -1) are both 
defined, then 

A congruence relation 0 on ~ is called strong if whenever at==bt(0), 
0;;::; i < ny, and f,(ao, ... , any -1) exists, then f,(bo, .. " bny -1) also exists. 

The following four lemmas connect up the above defined concepts. 

Lemma 1. Let ~ and ~ be partial algebras and let rp be a homomorphism 
of ~ into ~. Let E", be the equivalence relation induced by rp. Then E", is a 
congruence relation. 

Proof. Suppose that f,(ao, ... , any -1) and f,(bo, .. " bny -1) are both 

defined and that a/==b/(E",). Since ai==b/(E",) is equivalent to a/rp=b/rp, we 
have that 

f,(ao, ... , any -1)rp = f,(aorp, ... , any -1 rp) = f,(borp, ... , bny -1 rp) 

= f,(bo, ... , bny -1)rp, 

so that 

Lemma 2. Let ~ and ~ be partial algebras and let rp be a strong homo­
morphism; then E", is a strong congruence relation. 

Proof. It suffices to verify that if f,(ao,' .. , any -1) is defined and 
at == b/(E",), then f,(bo, ... , bny -1) is also defined. 

Since f,(ao, ... , any -1) is defined and rp is a homomorphism, we have 

that f,(aorp, ... , any -1 rp) is also defined and so 

f,(ao,"', any - 1)rp = f,(aorp,"" any - 1rp) = f,(borp,···, bny - 1rp)· 

By the definition of strong homomorphism, f,(borp, .. " bny -1rp) is defined 

if and only if f,(b o, .. " bny -1) is defined; thus f,(bo, ... , bny -1) is defined. 

To prove the converse of Lemmas 1 and 2 we need to define a quotient 
partial algebra. 

Let ~ be a partial algebra and let 0 be a congruence relation of~. We 
define the quotient partial algebra ~/0=<AI0; F) as follows: 

If bo, ... , bny -1 E AI 0, then f,(bo, ... , bny -1) is defined to be equal to b 
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if and only if there exist ai E A and a E A such that bi = [ai ] 0, b = [a] 0 and 
fy{a o,' . " any_l)=a. 

Lemma 3. Let ~ be a partial algebra and 0 a congruence relation of ~. 
Then the mapping cp: a ---i> [a] 0 is a full homomorphism of ~ onto ~/0= 
(AI0; F) and f:<p= 0. 

Proof. The proof follows directly from the definition. 

Lemma 4. Let ~ be a partial algebra and 0 a strong congruence relation 
of~. Then the mapping cp: a ---i> [a] 0 is a strong homomorphism of ~ onto 
~/0 and f:<p= 0. 

Proof. Again, by the definitions. 

Summarizing, we have the following theorem. 

Theorem 2. Under the correspondence cp ---i> f:<p homomorphisms correspond 
to congruence relations on the one hand and strong homomorphisms correspond 
to strong congruence relations on the other hand. 

There is no such concept as "full congruence relation", which would 
correspond to full homomorphism, since" cp is full" means a relationship 
between ~ and )B and is not a property of f:<p' 

As we explained at the beginning of this section, we develop the theory 
of partial algebras in order to obtain a theory to use when considering the 
properties of an operation on a subset of an algebra. Therefore, if ~ is an 
algebra, 0 =f. B s: A and 0 is a congruence relation of ~, then it is quite 
natural to require that 0 B be a congruence relation of the partial algebra 
)B, and every congruence relation of )B can be so obtained from some 
algebra ~. Our next theorem states that the notion of congruence relation 
as defined above does exactly this. 

Theorem 3. Let)B be a partial algebra and let 0 be a congruence relation 
of )B. Then there exists an algebra ~ which is an extension of )B, and a 
congruence relation <l> of ~ such that <l> B = 0. 

Theorem 3 will be proved in §14 and §15 in a much stronger form. It was 
proved in another form by G. Gratzer and E. T. Schmidt [2]. A similar 
characterization of strong congruence relations will be given in §16. A 
very simple direct proof of Theorem 3 is given in G. Gratzer and G. H. 
Wenzel [1]. 
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§14. POLYNOMIAL SYMBOLS OVER A PARTIAL ALGEBRAt 

Let T be a fixed type of partial algebras. The polynomial symbols 
p<a)(T) are defined the same as they were for algebras. In this case, an 
a-ary polynomial symbol does not always induce a mapping of Aa into A, 
if2! is a partial algebra. However, some of them do; this will be clear from 
the following definition. 

Definition 1. Let 2! be a partial algebra of type T, ao," ., a., ... E A, 
')' < a, P E p(a)( T). Then p(ao, ... , a., ... ) is defined and equals a E A if and 
only if it follows from the following rules,' 

(i) If P=X6, for I) < a, then p(ao, ... , a., ... ) =a6 ; 

(ii) if Pi(aO, ••• ) are defined and Pi(aO' ••• ) = bl (0 ~ i < n.),f.(bo, ... , bny -1) 

is defined and p=f.(po,· .. , Pny-l), then p(ao,' .. ) is defined and 

p(ao, ... ) = f.(b o, ... , bny -1)' 

The basic difficulty which arises is that if we take 

(a. E A) where 2! is a partial algebra, then the congruence relation 0 4 of 
~(a)(T) cannot be defined as in Theorem 8.2. As a matter of fact, it can be 
defined that way if and only if the a. generate a subalgebra which is an 
algebra. 

Our main result in this section is the following theorem. 

Theorem 1. Let 2! be a partial algebra, iiEAa,a=<ao,···,a., ... ). 
Define a binary relation 0 4 on p<a)( T) as follows,' 

P=II( 0 4) if and only if there exist r E P<k)(T), Pi' III E p(a)(T) (0 ~ i < k) such 
that Pi(aO, ••• , a., ... ) and ql(ao, ... , a y, ... ) exist and 

and 

PI(ao, ... , ay, ... ) = qj(ao, ... , a y, ... ) 

P = r(po,"" Pk-1), 

II = r(lIo,' .. , Ilk-I)' 

Then 0 4 is a congruence relation of~(a)(T). 

Remark. If we want to find a congruence relation 0 of~(a)(T) such that 
p(ao, .. ·,ay, ... )=q(ao,"·,ay, ... ) implies P=II(0), then it is obvious 
that our 0 4 is contained in 0. One does not expect, however, that 0 4 is 

t The results of this section are taken from G. Gratzer [13]. 
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transitive. Thus the natural statement would be that the smallest such 
congruence relation is the transitive extension of 0 a. 

Proof. 0 4 is reflexive; indeed, let P E p<a)(r); then, by Lemma 8.5', 

P = p(xo, .. " xy, ... ). 

By Lemma 8.6, 

for some r E p<k)(r). Thus 

since xyl(ao,' ", ay,"') always exists, this verifies that p==p(0a). 

It is trivial that 0 a is symmetric. To prove the substitution property, 
let p=fy(Po,"', Pn,-l)' q=fy(qo,"" qn,-l) and 

Then 

PI = rl(POI , ... , P~I -1)' 

ql = rj(qol, ... , q~I-1)' 

and p/(ao, .. " ay, ... ), q/(ao, .. " ay, ... ) exist and 

p/(ao, .. " ay, ... ) = q/(ao, .. " ay, ... ). 

Set n=nO+n1 + ... +nn,-l' By the second part of Lemma 8.6, for 
O~i<ny there exists an n-ary polynomial symbol r/, such that 

rj(bo, ... , bnl -1) 

= r/(eo,"', eno + '" +nl-l-1' bo,"', bnl - 1 , eno + ... +nl"", en - 1 ) 

for any values bj and ej • Thus we have that 

'( a a n -1 n -1 ) Pi = rj Po , ... , Pno -1' .. " Po' , ... , Pnin,- 1)-1 

for all 0 ~ i < n y. 
Set 

Then 

( a a 1 1 n -1 n -1 ) rpo ,"',Pno-1'PO ,"',Pnl-V"',po' ,"',Pn tn y-l)-l = P, 

( a a n -1 n -1 ) r qo ,"', qno-1"", qo' ,"', qnin,-1)-l = q, 

establishing that 

p == q(0a). 

which was to be proved. 

To establish the transitivity of 0 a, we need a lemma. 
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Lemma It. Let p=fy(Po,···, Pny-l) and q=fo(qo,···, qn6- 1)· Then 
p=q(0a;), if and only if either p(a) and q(a) exist and p(a)=q(a), or y=o 
and Pi=qj(04 ). Moreover, if p=q(04 ) and p(a) and q(a) exist, then 
p(a) =q(a). 

Proof. Let us assume that p(a) does not exist. By the definition of 0 a, 

P and q have representations of the form 

P = r(po', ... , P~-l)' 

q = r(qo',···, q~-l), 

where p/(a) =q/(a), 0 ~ i < k and r E P(k)( r). Since p(a) does not exist, 
r#xj for O~i<k, and so 

Therefore, 

P = fy(Po,· .. , Pny-l) = fy(ro(po',···, P~-l)'···' rnv-1(po',···, P~-l)) 

and 

q = fo(qo,···,qnr1) = fv(ro(qo',···,q~-l),···,rnv-l(qo',···,q~-l))· 

Thus y=v and o=v and so y=o. From the equalities given above we con­
clude that 

and 

qj = rj(qo',· .. , q~-l) 

for i=O,···, k-l. Since p/=q/(0a) for O~i<k and 0 a has (SP), we 
conclude that 

i=O,···,k-l, 

which was to be proved. The other statements of Lemma 1 are trivial. 

Now we return to the proof of transitivity of the 0 a. Let q=p( 0 a) and 
p=r(0a). It follows from the definition of 0 a, that if q(a) exists, then 
p(a) and r(a) exist and q(a) = p(a) = r(a), hence q = r( 0 a). 

Let us assume now that q(a) does not exist. Then p(a) and r(a) do not 
exist. Let n be the maximum of the ranks of p, q, and r. We prove the 
transitivity by induction on n. If n = 2, we get a contradiction to the 
assumption that q(a) does not exist. Let us assume that the transitivity 
has been proven for maximum rank < n, and apply Lemma 1 to the two 
congruences. 

t This lemma and the conclusion of the proofof Theorem 1 are due to G. H. Wenzel; 
the original proof was much longer. 
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We get that 

P = fApo, .. " Pny -1), 

II = fy(lIo,' . " IIny-l), 

r = f,(ro, ... , rn, -1), 

and lIi=PI(84 ), PI=rl(84 ) for i=O,···, ny_I' Since for a fixed i, the 
maximum of the ranks of III' PI' r l is less than n, we get III = rl ( 8 4), and so 
by (SP), II = r( 8 4 ), This completes the proof of Theorem 1. 

Let 2t be a partial algebra, a=<ao,' . " ay,' .. )Y<a' and assume that 
each element of A occurs once and only once in this sequence. We consider 
the quotient algebra ~<a)(T)/84 and we denote by A* the set of elements 
of the form [xy]8a. 

Theorem 2. The relative subalgebra 2t*=<A*; F) of \l3<a)(T)/8a is 
isomorphic to 2t, and the correspondence 

cp: ay.....,.. [Xy] 8 4 

is an isomorphism between 2t and 2t*. 

Proof. As the first step, we prove that 

[xy]8 .. = [x6]8 .. 

if and only if y = 8. 
Assume that [Xy] 8 .. = [x6] 8 a, that is, 

Xy = x6(84). 

Then by Lemma 1, xy(a)=x6(a), that is, ay=a6 , and so y=8. 
Thus, we have proved that the mapping cp is 1-1; cp is obviously onto. 
To conclude the proof of Theorem 2, we must verify that 

(1) 

if and only if 

/y([X60] 8 4 , •• " [X6nY_l]8a) = [X6] 8 4 , 

(2) is equivalent to 

fy(x6o"'" x6ny _J = x6(84). 

Using the same argument as we used for the congruence 

Xy = x6( 8 4 ) 

(2) 

(3) 

above, we can prove analogously that the two sides of (3) have only 
trivial representations and then the equivalence of (1) and (3) follows. 
This concludes the proof of Theorem 2. 
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Theorem 2 gives another proof of Theorem 13.1, namely, it gives an 
embedding of a partial algebra m into an algebra. While Theorem 13.1 
gives the most economical construction, Theorem 2 gives the least eco­
nomical one, that is, ~<a)(r)/0a is the largest algebra into which m can be 
embedded, such that the image of m is a generating set. 

We conclude this section by describing the structure of the algebra 
~<a)( r)/0a. 

First we define certain subsets A(n,y) and A~n,y) (O~n<w, O~y<o(r)) 
of this algebra as follows: 

A~o,o) = A*, 

where A * was defined before Theorem 2; 

A(n,&) = A~n,&) u {f&(bo, .. " bn6 -1) lbo, .. " bn6 -1 E A~n,d; 

A~n,&) = U (A(m.y) I <m, y) < <n,o»), if <n, 0)#<0,0), 

where <m,y)«n, 0) means that m<n or m=n and y<o (thus the 
<m, y) form a well-ordered set of order type w·o(r)). 

Lemma 2. The following equality holds: 

p<a)(r)/0a = U (A(n.&) I 0 ~ n < w, 0 ~ 0 < o(r)). 

Proof. The following inclusions are trivial, by the definitions of A(n,y) 

and A(n.y): 

A(n.y) S; A<n.&) S; A(n.6) if Y < 0, 

A(n,y) S; A~m,6) S; A(m.6) if n < m. 

Take P E p<a)( r). We will prove by induction on the rank of P that 

[p]0a E A(n,6) 

for some n<w and O<o(r). Ifp=xy, then [Xy]0a EA'(o.o). Let 

p = fy(po, .. " Pny -1), 

and assume that (4) holds for each Pi' that is, 

[Pi] 0" E A(nt. 6t)· 

We set 

and 

Then 

(4) 
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Thus, 

which was to be proved. 

To get our final result in this section, we introduce the following 
notation. 

Definition 2. Let 58 be a partial algebra, X £ B and 

Y = Xu {fy(xo,' . " Xny - 1) I XI EX}, 

We will write 

y < oCr). 

y = S, Xo = Xo',"', Xny-l = X~y-l' 

and if whenever {xo,"', Xnp-l}$X, thenfp(xo,"" Xnp-l) does not exi8t in 
Y, for any p < o( T). If III and 58 are partial algebras, III i8 a relative 8ubalgebra 
of 58 and B=A[fy], then we will write 58=Ill[fy]. 

Proof. We start with the following observation which follows imme­
diately from the definition of 0 4 : 

(*) For any P E p<al(T), p(a) is defined if and only if [p]0d E A*. 
Now to prove Lemma 3 we first observe that the first requirement of 

Definition 2 follows trivially from Lemma 1 and (*). Now assume that 
{ao, ... , anrl}$A~n.y), but that f~(ao,"" an6 - 1) exists in A<n.v)' By 
Lemma 1 and (*) we get that f~(ao," .,anr1 ) EA~n.y)' Let a; = [ptJ0a, 
p=f~(po,' .. , Pnr 1 )' Since [p]04 E A<n,y), we have that 

for some smallest <m, A) < <n, y). By (*) and the assumption that 
{ao," ., an.-1}$A<n,y), we have that <m, A)#<O, 0) so 

Hence p=fl\(qo,"" qnr 1 ) for some [qJ04 E A<m,I\)' which implies by 
Lemma 1 and (*) that A= Sand ql=PI(0a). Thusal=[pd0a E A<m,l\) £A<n,y), 
a contradiction. This completes the proof of Lemma 3. 
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We now summarize what we have proved so far concerning the structure 
of ~(a)( T)/04 : 

Theorem 3. ~(a)(T)/04 contains a relative subalgebra m:* isomorphic to 
the partial algebra m:; if we start with A * and we perform two kinds of 
constructions , 

(i) taking the set union of the previously constructed sets, 
(ii) constructing X[fy] from X, 

then we get a transfinite sequence of increasing subsets of p(al( T)/04 such that 
the union of all these subsets is the whole set. 

It is obvious from Theorem 3 that ~=~(al(T)/04 has the following 
properties: 

(a) ~ has a relative subalgebra m:+ isomorphic to m: and A + generates 
~; 

(fJ) if fy(bo,"" bny - 1)=fo(bo',···, b~6-1) r/=A+, then y=S and 
bo =bo', ..• , bny -1 = b~y -1; 

(y) iffy(bo,···, bny - 1) E A +, then bo,"" bny - 1 E A +. 

Theorem "t. Oonditions(a)-(y)characterize ~(al(T)/04uptoisomorphism. 

Proof. Let ~ satisfy (a)-(y). Then B(n,y) and B(n,y) can be defined in ~ 
as A(n,y) and A(n,y) were defined in ~(a)(T)/04' respectively. 

Let IP(O,O) be an isomorphism between m:+ and m:*. If IP(m,d) is defined for 
all <m, S) < <n, y), set 

IP(n,y) = U (IP(m,6) I <m, S) < <n, y». 

Then IP(n,y) will map B(n,y) into A(n,y), and it is 1-1 and onto. If 
xEB(n,y)=B(n,y)[fy], then x=fy(xo,""xny - 1), where xo,···,xny - 1 are 
uniquely determined elements of B(n,y). Set 

Then 

IP = U (IP(n,y) I n < w, y < o( T» 
will be the required isomorphism. The easy details are left to the reader. 

It should be noted that ifm:=<{O}; '), m: is of type <I), and D(', m:)= 0, 
then (a)-(y) is the usual Peano axiom system of natural numbers. If m: is 
arbitrary with D(fy, m:)= 0 for all y<O(T), then 0 a=w, and thus (a)-(y) 

t J. Schmidt (oral communication). 
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characterize ~(a)( r) up to isomorphism. In this special case, algebras 
satisfying (u)-(y) are called absolutely free algebras or Peano algebras in the 
literature. 

§15. EXTENSION OF CONGRUENCE RELATIONS 

In this section we will prove a strong version of Theorem 13.3. Using the 
notation of §14, we proved that III and Ill* are isomorphic (Theorem 14.2). 
Let us identify these two partial algebras; then we can say that 
~(a)(r)/01i is an algebra which contains III as a relative subalgebra. 

Theorem 1. Let ° be a congruence relation of Ill. There exists a congruence 

relation 0 of ~(a)( r)/ 0 1i such that 0 A = O. 

According to Theorem 14.3, it suffices to prove the following two lemmas. 

Lemma 1. Let"2{ be a partial algebra, A = U (Xy I y<u), and XyO SXYI 

ifYo<Yl· 
Let 0 Y be a congruence relation of ly such that 

ifYo<Yl· 
Then there exists a congruence relation ° of III such that 

for each Y < u. 

Lemma 2. Let III be a partial algebra and )S a relative subalgebra of Ill. 
Assume that III = )S[fy] for some Y < o( r). Then to every congruence relation ° 
of)S there corresponds a congruence relation 0 of III such that 0 B = 0. 

Remark. Let us note that Theorem 1 is stronger than Theorem 13.3 
since we extended III to an algebra such that every congruence relation of 
III can be extended-not merely a given one. 

Theorem 1 was first given in G. Gratzer and E. T. Schmidt [2], but in a 
weaker version; namely, in that paper it was proved that every partial 
algebra can be extended to an algebra which satisfies the requirements of 
Theorem 1 but it was not proved that this algebra can be represented as 
~(a)( r)/0u. As a matter of fact, that version follows directly from Lemmas 
1 and 2; for that we do not need the investigations of §14 at all. A minor 
difference is that in that paper a third construction was also needed to 
get the algebra (besides the constructions given by Lemmas 1 and 2), but 
it is easy to see that it can be eliminated. 
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Proof of Lemma 1. Set 

It is routine to check that 0 is a congruence relation. As an illustration, 
we prove the transitivity of e. 

Let a=b(0) and b=c(0). Then <a, b), <b, c) E U (0 Y \ y<a). Therefore, 
<a, b) E 0 Ya , <b, c) E 0 Yl. Suppose, for instance, that Yo ~ Y1' Then 

<a, b), <b, c) E 0 Yl 

and thus by the transitivity of 0 Yl, <a, c) E 0 Yl. The proof of reflexivity, 
symmetry, and the substitution property is similar. 

Finally, let us compute 0 xy ; 

0 xy = 0 () (XyxXy) = U (06 \3 < a) () (XyxXy) 

= U (06 () (XyxXy) \3 < a) 

= U (06 () (Xy X Xy) \ y ~ 3 < a) 

= U (0~y \ y ~ 3 < a) 

= U (0 Y \ y ~ 3 < a) 

which was to be proved. 

Lemma 3. Under the conditions of Lemma 2, for a fixed 0, define a 
relation <l> on ~ as follows,' 

(i) a=b(<l», a, b E B if and only if a=b(0); 
(ii)a=b(<l», aEB,b¢B (b=fy(xo,""xny - 1» if and only if there 

exists a u=fy(yo,"" Yny-1) E B such that a=u(0), x1=YI(0), O~i<ny; 
and the symmetric condition holds for a ¢ B, b E B; 

(iii) a=b(<l», a, b ¢ B (a=fy(xo,' ", Xn.-1), b=fy(yo," " Yny-1» if and 
only if 

(iii1) XI=YI(0), O~i<ny, or 
(iii2) there exist u=fy(uo, "', uny - 1) E B, v=fy(vo,"" Vny -1) E B such 

that x l =ul (0), v1=YI(0), O~i<ny, and u=v(0). 

Then <l> is a congruence relation of~. 

Let us note that Lemma 3 implies Lemma 2 since <l>B= 0 is equivalent 
to (i). 

The following diagrams illustrate rules (i)-(iii), in case fy=f is binary. 
Dotted lines denote congruence modulo <l> and solid lines denote con­
gruence modulo 0. 



Rule (ii) 

Rule (iii1 ) 

Rule (iii2 ) 

\ 0 \1 \" \: u 
Vo 

1 
Uo 1 
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o a :::: f(Xo'X 1) , , , 
.... '0 b:::: f(Yo.Y 1) 
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Proof of Lemma 3. <1> is reflexive since a=:a(<1» follows from (i) if 
a E Band a=:a(<1» follows from (iii1) if a ~ B. Since all conditions are 
symmetric, <1> is symmetric. To prove the substitution property, assume 
that 

and suppose that 

f6(a O' ••• , an. -1) and f6(b o,"" bn6 -1) 

exist. If o#y, then this implies 

thus, by (i), a,=:b,(0) and so f6(a O,"', an6 - 1)=:f6(bo,"" bn.-1)(0) 
which, by (i), implies the same congruence modulo <1>. 

If y = 0, then ai' bi E Band ai =: bi ( 0). Then we get the congruence 

fy(ao, .. " any -1) =: fy(bo, .. " bny -1) (<1» 

by (i) iffy(ao, .. " any -1), fy(bo, ... , bny -1) E B; by (iii1) if fy(ao, ... , any -1)' 

fy(bo, .. " bny -1) ~ B; and if fy(ao,' . " any -1) E B, fy(bo, .. " bny -1) ~ B (and 
in the symmetric case), then we have to use rule (ii) with 

u = fy(ao, ... , any -1)' 

All that remains is to prove the transitivity of <1>. To simplify the com­
putations, let f = fy be a binary partial operation, as in the diagrams. 
Assume that a=: b(<1», b =: c(<1». We will distinguish eight cases according to 
the positions of a, b, c with respect to B. 

(1) a, b, C E B. Then, by (i), a=:b(0), b=:c(0). Thus, a=:c(0) and, by 
(i), this implies a=: c(<1». 

(2) a, b E B, c ~ B, C = f(co, c1). Then by (i) and (ii), a=: b( 0) and there 
exists u = f(uo, u 1) E B such that co=:uo(0), c1=:u1(0), and b=:u(0). 
Then a=:u(0) and thus (ii) implies a=:c(<1», using the auxiliary element u. 

(3) a E B, b ~ B, c E B, b=f(bo, b1). Then by (ii) there exist u= 
f(uo, u 1) E B, v=!(vo, VI) E B such that a=:u(0), uo=:bo(0), u1=:b1(0), 
and bo=:vo(0), b1=:v1(0), and v=:c(0). Then u o=:vo(0) and u 1 =:v1(0); 
thus, u=!(uo, u1)=:!(VO, v1)=v(0). Thus a=:u=:v=:c(0) which implies 
a=:c(0), and by (i) we obtain a=:c(<1». 

(4) a E B, b ~ B, c ~ B, b=!(bo, b1), c=!(co, c1). Then by (ii) there 
exists u=!(uo, u 1) E B such that a=:u(0), uo=:bo(0), u 1=:b1(0). We dis­
tinguish two cases according to b=:c(<1» by (iii1) or (iii2): 

(41) bo=:co(0), b1=:c1(0). 
(42) There exist v=f(VO,V1)EB, w=!(WO,W1)EB such that 

bo=:vo( 0), b1 =:v1( 0), Wo =:co( 0), WI =:c1( 0) and v=:w( 0). 
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In the first case, (41 ), uo=co(0) and Ul =cl (0) and thus by (ii) we get 
a=c(<Il), using the auxiliary element u. 

In the second case, (42), u o=vo(0), Ul=vl(0) and thus u=f(uo, Ul) 
=f(vo, vl )=v(0). Therefore a=u=v=w(0) and so a=w(0). Thus by 
(ii) we get a=c(<Il), using the auxiliary element w. 

(5) a ¢ B, b E B, c E B. The proof is similar to that of (2). 
(6) a ¢ B, b E B, c ¢ B, a=f(ao, al ), c=f(co, cl). Then, applying (ii) 

twice, we get the existence ofu=f(uo, ul ) E Band ofv=f(vo, VI) E B such 
that b=u(0), uo=ao(0), ul =al (0) and b=v(0), vo=co(0), Vl =cl (0). 
Then u=v(0) and thus a=c(<Il) by (iii2), using the auxiliary elements 
u and v. 

(7) a ¢ B, b ¢ B, c E B. The proof is similar to that of (4). 
(8) a, b, c ¢ B, a=f(ao, al ), b=f(bo, bl ), c=f(co, Cl). 
We have four sub cases to distinguish, according to which of (iiil ) and 

(iii2) give us a=b(<Il) and b=c(<Il). 
(81 ) We apply (iiil ) twice. Then ao=bo(0), a l =bl (0), bo=co(0), 

bl =cl (0); thus we get a=c(<Il) by (iiil). 
(82) We first apply (iiil ) and then (iii2). Then ao =bo( 0), a l = bl ( 0), 

and there exist u=f(uo, u l ) E B, v=f(vo, VI) E B such that 
bo=uo(0), bl =ul (0), vo=co(0), VI =cl (0) and u=v(0). Then 
ao=uo(0), al =ul (0); thus, by (iii2) a=c(<Il), using the 
auxiliary elements u and v. 

(8a) We first apply (iii2) and then (iii l ). The proof is similar to (82). 
(84 ) We apply (iii2) twice. Then there exist u=f(uo, u l ) E B, 

v=f(vo, VI) E B, w=f(wo, WI) E B, z=f(zo, Zl) E B such that 
ao=uo(0), al =ul (0), u=v(0), vo=bo(0), vl =bl (0), 
bo=wo(0), bl =wl (0), w=z(0), zo=co(0), ZI=cl (0). Then 
vo=wo(0) and VI =wl (0), and so v=f(vo, vI)=f(wo, wl )= 
w(0). Consequently, u=v=w=z(0); that is, u=z(0) and 
thus we get a=c(<Il), using (iii2) and the auxiliary elements 
u and z. 

This completes the proof of Lemma 3. 

To conclude this section, we give another version of Theorem 1. 

Theorem 2. Let ~ be a partial algebra, 0 a congruence relation on ~, 
and let a= <ao, ... , ay , ••• )y<a be a sequence of type IX of elements of A, 
containing each element of A exactly once. Then there exists a congruence 
relation <Il of $(a)( T) such that <Il ~ 0 4 and Xy = X6(<Il) if and only if ay =a6( 0). 

Theorem 2 is simply Theorem 1 combined with the second isomorphism 
theorem (Theorem 11.4). 
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§16. SUBALGEBRAS AND HOMOMORPHISMS OF PARTIAL 
ALGEBRAS 

In this section we will review some of the results of Chapter 1 within 
the framework of partial algebras. 

Since the proofs in most cases remain the same we will just rephrase the 
results. Some further results will be reviewed in the Exercises. 

Let III be a partial algebra and let 9'(Ill) denote the family of all subsets 
B such that <B; F) is a subalgebra of III with the void set added if there 
are no nullary partial operations (defined in Ill). Then Theorem 9.1 
remains true; in Lemma 9.3 we have to add the condition that 
p(ho,' . " hn - 1 ) is defined and equals a. The only result which fails to hold 
for partial algebras is Lemma 9.l. 

However, congruence relations of partial algebras behave differently 
from congruence relations of algebras. 

Lemma 10.1 remains valid and we can add that it is valid not only for 
congruence relations, but also for strong congruence relations. Lemma 
10.2 is in general false for partial algebras, but Corollary 3 of Lemma 10.2 
and Lemma 10.3 are valid. Of course, we must change the proofs, since 
they cannot be referred to Lemma 10.2. Since we needed only Lemmas 
10.1 and 10.3 to prove Theorems 10.1 and 10.2, they remain valid. 

We now proceed to prove for partial algebras the converse of Theorem 
10.2. 

Theorem 1 (G. Gratzer and E. T. Schmidt [2]). Let IlC be a partial algebra 
and let C(IlC) denote the system oj all congruence relations oj Ill. Then Q:(IlC) = 
<C(IlC); ~) is an algebraic lattice. Conversely, iJ £ is an algebraic lattice, then 
it is isomorphic to some Q:(IlC). 

Proof. The first part of Theorem 1 is just a restatement of Theorem 10.2 
for partial algebras. To prove the second statement, let £ be an algebraic 
lattice. Represent this algebraic lattice il as kS(®), the lattice of all ideals 
ofa semilattice S=<S; V) with 0 (Theorem 6.3). 

We construct the partial algebra as follows. Let A =S. For a, b E S, 
define a binary partial operation Jab SO that D(fab)={<a, b), <0, O)}, 
Jab(a, b)=avb,Jab(O, 0)=0. Further, for every a, b ES such that b~a we 
define a unary partial operation gab SO that D(gab)={a,O}, gab(a)=b, 
gab(O) =0. 

For every a, b E S such that a =1= b, define a unary partial operation hab 
such that D(hab)={a, b} and hab(a)=a, hab(b) =0. 

Consider the partial algebra III = <A; F), where F denotes the collection 
of all these partial operations. 
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Consider an ideal I of the semilattice 6 and define a binary relation 0 1 

on A as follows: 

x=y(01) if and only if X=Y or X,YE1. 

We shall now verify that 0 1 is a congruence relation of~. It is clear that 
0 1 is reflexive, symmetric, and transitive. 

To prove the substitution property for Jab' assume that xo=Yo(01) and 
XI =YI(01), and that Jab(Xo, Xl) andJab(YO, YI) exist and (xo, Yo) # (Xl> YI)' 
Then (xo, xl)=(a, b) and (Yo, YI)=(O, 0) (or (Yo, YI)=(a, b) and 
(xo, Xl) = (0,0». Then the conditions mean that a, bEl. By applying Jab' 
we get a V b=O( 0 1), which is true since 0, a vb E I. 

Similarly, the substitution property for (Jab is satisfied since a E I, b;:;! a 
imply bEl; the substitution property for hab is satisfied since a#b, 
a=b(01) imply a, 0 E 1. 

Thus we have proved that: 

(i) 0 1 is a congruence relation. 

The following statement is trivial: 

(ii) 0 1 ;:;! 0 J if and only if Ic;;.J. 

(iii) Let 0 be any congruence relation on ~ and define 

I = {xix = 0(0)}. 
Then I is an ideal. 

To prove (iii), let a, b E 1. This means that a=O( 0), b=O( 0). Therefore, 
a V b=Jab(a, b)=Jab(O, 0)=0(0) and so a V b'E I. 

Let a E I, b ;:;!a; then a=O( 0) and thus b=(Jab(a) =(Jab(O)=O( 0) and so 
bEl, which completes the proof of (iii). 

(iv) Let 0 be a congruence relation, I ={xi x=0(0)}. Then 0= 0 1, 

0 1 ;:;! 0 is trivial. To prove that 0[~ 0, let x=y(0), x#y. Then 

X = hxlI(x) = hxy(Y) = 0(0), 

that is, X E 1. Similarly, Y E I. Thus, x=y(01). 

Statements (i), (ii), (iii), (iv) prove that the correspondence 1_ 0[ 
is an isomorphism between ~(6) and (r(~), completing the proof of 
Theorem l. 

Now we consider the problem of defining the concept of a homomorphic 
image of a partial algebra. Let ~ and )B be partial algebras, and let fjJ be a 
homomorphism of ~ into )B. 

Then the relative subalgebra <AfjJ; F) of)B is not necessarily isomorphic 
to the quotient algebra (Ale",; F), not even if fjJ is 1-1 and onto. Consider 
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the following trivial example. Let A = {x}, B={y}, F={f}, r=<I), 
D(j, ~l) = 0, D(j, lB) ={y}, and f(y) =y, rp: x -+ y. Then rp is a 1-1 homo­
morphism of <A; F) onto <B; F) but <A; F)~<Arp; F) since f is not 
defined in <A; F), whereas it is defined in <Arp; F). The reason for this is 
that only 

holds in general, and we do not always have equality. Therefore, we 
define lB to be a homomorphic image of m if there exists a homomorphism 
rp: A -+ B which is onto and full. 

Note that an isomorphism is always a full homomorphism. 
Adopting this definition, we encounter no difficulty in proving the 

homomorphism theorem for full homomorphisms. Also, the isomorphism 
theorems carryover, without any difficulty, the first isomorphism theorem 
(Theorem 11.2) for strong congruences, and the second isomorphism 
theorem (Theorem 11.4) for all congruences. 

We can then define endomorphism8, full endomorphism8, and strong 
endomorphism8 and consider the sets 

of all endomorphisms, full endomorphisms, and strong endomorphisms of 
the partial algebra m, respectively. 

Then E(m) 2EF(m) 2Es(m). 

Lemma 1. <E(m);·), <EF(m);·), and <Es(m);·) are semigroups with 
unit element and the first contains the second and third and the second contains 
the third as subsemigroups. 

Finally, we will prove an embedding theorem for partial algebras which 
is similar to Theorem 13.3 and which characterizes the strong congruence 
relations. 

Theorem 2. Let m be a partial algebra and let 0 be a congruence relation 
of m. The congruence relation 0 is strong if and only if m can be embedded in 

an algebra lB and 0 can be extended to a congruence relation 0 of lB such that 

[a]0 = [a]0 for all a E A. 

The algebra lB can always be chosen as ~(a)( r)/0" (see Theorem 14.2). 

Remark. This condition means that 0 A = 0 and any equivalence class 

of 0 in A is also an equivalence class of 0 in B. Theorem 2 was announced 
by G. Gratzer in the Notices Amer. Math. Soc. 13 (1966), p. 146. A direct 
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proof of Theorem 2 without the last statement can be given using the 
construction of Theorem 13.1. 

Proof. We first prove that if such an embedding exists, then 0 is strong. 
Recall that a congruence relation 0 is strong if whenever fy(ao, ... , any -1) 

E A and a j =b j (0), thenfy(bo,"" bny - l ) is defined in 21. 
Since fy(bo, .. " bny _ d is always defined in 58, all we have to prove is that 

it is in A. Set a=fy(ao,"" any-I); then by assumption [a] 0 = [a]0. 

Since 0 is an extension of 0, we have that aj =b j (0) and thus 

that is, 

Thus, 

which was to be proved. 
Now assume that 0 is a strong congruence relation and put 

We extend 0 to 58 using Lemmas 15.1 and 15.3. 
We prove that if we assume that 0 is a strong congruence relation, then 

[a] 0 = [a]0 holds for a E A. 
Suppose that in Lemma 15.1, <Ao; F) is the partial algebra we start 

with and that we know that for each 'Y < a, 

Then 

[a]0 = U ([a]0Y I 'Y < a) 

= U ([a]0°1'Y < a) 

= [a]0°, 

so that this property is preserved under the construction of Lemma 15.1. 
Now consider the construction in Lemma 15.3. Lett a E B and assume 

that [a]0 ;6 [a] <1>. Then there exists a b ¢ B such that a=b(<I». By Rule (ii) 
this means that b=!(xo, Xl) and that there exists a u=!(Yo, Yl) E B such 
that a=u(0), Yo=xo(0) and Yl=x l (0). The last two congruences to­
gether with the existence of !(Yo, YI) imply (since 0 is strong) that 
f(xo, Xl) exists in B, that is, bE B, which is a contradiction. This com­
pletes the proof of Theorem 2. 

t We use the notation of Lemma 15.3. 
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§17. mE CHARACTERIZATION THEOREM OF CONGRUENCE 
LATTICES: PRELIMINARY CONSIDERATIONS 

Let ~ = <A; F) be a unary partial algebra and let ~ = < B; F) denote the 
algebra ~(a)( -r)/04 of Theorem 14.2. ~ contains ~ as a relative subalgebra 
and A generates~. If g and h are unary operations, we will write gh(x) for 
g(h(x)) and similarly for n unary operations. If bE B, then we can always 
represent b in the form 

(*) b = gi ... gn(a), a E A and gj E F* 

where F*=F u {e} and e is the identity function on A, that is, e(a)=a 
for all a E A. 

A representation (*) of b is reduced provided b E A and the representation 
is b=e(b), or b if A and a if D(gn, ~). 

It is obvious from Theorem 14.3 that every element of B has a reduced 
representation. 

Lemma 1. The reduced representation is unique, that is, if gi ... gr(a) 
and hI" . hs(a') are both reduced representations of b E B, then a=a', r=s, 
and gi =hl ,' . " gr=hr· 

Proof. This follows easily from Theorem 14.4. A more direct proof is the 
following. 

Let b E B; then b E A<n.y) for some n<w, y<o(-r) (Lemma 14.2). We will 
prove the statement by transfinite induction on <n, y). The statement is 
known for A =A(o,o)' Assume that it has been proved for all elements of 
A<m,o) with <m, S) < <n, y) and let bE A<n,y). 

We can assume by the induction hypothesis that b if A(n,y)' Thus, if 
b=gl' .. gr(a) is any reduced representation of b, then gi =fy. Let b= 
gl' ... go' (a') be another reduced representation of b. Then, again, gl' = ff' 
Thus, by Definition 14.2 and Lemma 14.3, fy(g2 ... gr(a)) = fy(g2' ... go'(a')) 
if and only if g2'" gr(a)=g2'·· . go'(a'). Now we can apply the induction 
hypothesis to this element. This completes the proof. 

Summarizing, we have that every element of B has a reduced repre­
sentation and equality of these representations is formal equality. 

Let us assume that there are in F three unary partial operations gl' g2' 
and g3 such that D(gl' ~)={a}, D(g3' ~)={b}, D(g2' ~)= 0, gl(a)=c, 
g3(b) =d, a, b, c, d E A, and a # b. Form 

A" = A[gl] u A[g2] u A[g3] s:; B. 

We define in ~"=<A"; F) a relation <1>: x=y(<I» if and only if x=y or 
x=gl(b), y=g2(a) or x=g2(a), y=gl(b), or x=g2(b), y=g3(a) or x=g3(a), 
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y=g2(b). Obviously, <I> is a congruence relation. Set'll' ='llH/<I>. By identi. 
fying [x]<I> with x, we get the diagram for'll'. Note that D(f1' 'll')= 
D(f1' 'll) ifk=lgj and D(gj, 'll')=A, i=l, 2, 3. 

'll': 

Let 0 be a congruence relation of'll. 0 is admissible provided either 
a:jEb(0) or a=b(0) and c=d(0). 

Lemma 2. Let 0 be a congruence relation of'll. Then 0 can be extended to 
'll' if and only if 0 is admissible. 

Proof. Assume that 0 can be extended to'll', that is, there exists a 
congruence relation <I> of'll' such that <l>A= 0. If a=b(0), then a=b(<I», 
and so c=g1(a)=g1(b)=g2(a) =g2(b) =g3(a) =g3(b)=d(<I», that is, c=d(0), 
which was to be proved. 

Assume that 0 is admissible. Define a binary relation 0* on A' as 
follows: x=y(0*) if x, YEA and x=y(0), or x, y E !h(A) for some i, 
X=gi(X'), y=gi(y'), x', y' E A, and x'=y'(0). 

We claim that the transitive extension <I> of 0* is a congruence relation 
and <l>A= 0. 

Let us agree that go (x) = x, for x E A and that the elements gi(a) and 
gj(b), i= 1,2,3 are called the extreme elements of A'. If n=i (mod 4), 
0;:;; i;:;; 3, then gn(A) stands for gj(A). Then it is obvious that 
gj(A) n g!+1(A) consists of one element which is an extreme element. 

Since 0 is transitive on A, 0* is transitive on each gj(A). This implies 
that if u, v E A' and u=v(<I», then a nonredundant sequence U=Xo, .. " 
Xn = v such that Xj -1 = Xj( 0*) consists of u and v and of extreme elements. 
Since an extreme element cannot occur twice in a nonredundant sequence, 
we deduce that n;:;; 5, 

Suppose that u, v E gi(A) and u=v(<I». Let U=Xo," " Xn=V be a non· 
redundant sequence, as before. If n =I 1, we may have n = 3, 4, or 5 (if u 
or v is an extreme element the cases n=3 or n=4 may occur). By possibly 
adding a slight redundancy, and by symmetry, we may assume that n=5, 
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Xl> X4 Eg1(A). Then gj(a)=gj(b) (0*) for j=l, 2, or 3, so a=b(0) which 
implies that gi(a)=gl(b) for all i=l, 2, 3 andc=d (0). Thus, we have u= 
Xl=X4=V(0*), that is, u=v(0*). 

This proves that «lJgj(A) = 0*gj(A) and, in particular, «lJA= 0. It remains 
to prove that «lJ is a congruence relation. «lJ is obviously an equivalence 
relation. The substitution property for all fy # gl follows from «lJ A = 0 and 
for the gl from the definiton of 0*. This completes the proof of Lemma 2. 

Corollary 1. Let 0 be an admissible congruence relation of I2l and «lJ the 
smallest extension of 0 to 12l'. Then u=v(<<lJ) if and only if, for some i, one of 
the following holds: 

(i) u, v E g,(A) and u=v(0*). 
(ii) u E gi(A), v E gl+l(A) andfor {x}=g,(A) n gl+l(A), we have u=x( 0*) 

and x=v(0*) (and the symmetric case). 
(iii) u E gi(A) and v E g'+2(A) and for {x}=g,(A) n gl+l(A) and {y}= 

g'+l(A) n gI+2(A) we have u=x=y=v(0*), or the same condition for 
{x'}=g,(A) n g'_l(A) and {y'}=g'_l(A) n g'_2(A). 

Proof. We already know the cases (i) and (iii). To prove case (ii), it is 
enough to observe that in this case there are only two nonredundant 
sequences, namely, the one given in (ii) and u, g,(A) n gj-l(A), 

gi-l(A) n g'_2(A), g'_2(A) n gi-3(a), v. In the latter case, we will have 
gj(a)=gj(b)(0*) for j=l, 2 or 3. Thus, a=b(0) and all the extreme 
elements are congruent to one another and to u and v. In particular, 
u=x=v(0*) for the x given in (ii). 

Ifu=xo,···, Xn=V and X'_1=xi(0*), then let us call this a 0-sequence 
connecting u and v. 

Corollary 2. In cases (i) and (ii), the shortest 0-sequence connecting u and 
v is unique; in case (iii), there are one or two shortest 0-sequences. 

Lemma 3. Let 0 be a congruence relation ofl2l. Then there exists a smallest 
admissible congruence relation 0° ~ 0. 

Proof. If a;;;e:b(0), then 0= 0° and if a=b(0), then 0°= 0 V 0(c, d). 

If 0 is an admissible congruence relation of 12l, then (;) will denote the 

smallest extension of 0 to 12l. Note that 0 is described by Corollary 1 to 
Lemma 2. 

Lemma 4. Let u, v E A'. Then there exists a smallest admissible congru­
ence relation «lJ(u, v) of I2l such that u=v(<ii(u, v)). 
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Proof. We distinguish three cases as in Corollary 1 to Lemma 2. Let 0 

be an admissible congruence relation such that u=:v(0). 

(i) u, v E gl(A), that is, u=gl(u') and v=gt(v'), u', v' EA. Then u=:v(0) 
if and only if u=:v(0*), which is equivalent to u'=:v'(0), that is, 
0(u', v')~ 0. This implies that in this case 

<J>(u, v) = (0(u', v'))o. (1) 

(ii) u E gl(A), v E gl+1(A), U=gl(U'), v=gt+1(v'). Let {x}=gl(A) n gl+l(A) 

and x=gl(x')=gl+1(x"). Then u=:v(0) if and only if u=:x(0*) and 
x=:v(0*), which implies that 

<J>(u,v) = (0(u', x') V 0(x",v'))0. (2) 

(iii) u E gl(A), v E gt+2(A), u=gt(u'), V=gl+2(V'). We distinguish two 
subcases. 

First, let i=O (the case i=2 is similar). Then u=:v(0) if and only if 
U=:c=gl(a) =:gl(b)=g2(a) =:v( 0*), or, u=:d=gs(b) =:gs(a) =g2(b) =:v(0*). 
Let 

0 1 = 0(u, c) V 0(a, b) V 0(a, v') 

and 
O2 = 0(u, d) V 0(a, b) V 0(b, v'). 

Then either 01~0 or 02~0. Thus, if we prove that 0 1°=02°, then 
<J>(u, v)= 0 1° will be established. Observe that a=:b(010); thus, c=:d(010). 
Therefore, d=:c=:u(010); that is, 0(u, d)~ 0 1°. 

Since 0(b, v')~ 0 1°, we have 02~ 0 1°. Similarly, 01~ O2°; thus, 
0 1°= O2°. Therefore, in this case, 

<J>(u, v) = (0(u, c) V 0(a, b) V 0(a, v'))o. (3) 

Second, let i=l (the case i=3 is similar). Just as in the first subcase, 
we form the congruence relations 0 1 = 0(u', b) V 0(a, b) V 0(a, v') and 

O2= 0(u', a) V 0(c, d) V 0(b, v') and again we have that u=:v(0) implies 
01~0 or 02~0. We will establish 020~010, which will prove 
<J>(u, v)= O2°. 

Indeed, u'=:b=:a(01 ); thus, 0(u', a)~ 0 1°. Since 0 1° is admissible and 
a=:b(010), we have 0(c, d)~ 0 1°. Finally, b=:a=:v'(010); thus, 0(b, v') 
~ 0 1°. Thus, 02~ 0 1°, which implies that 020~ 0 1°. Thus, in this case, 

<J>(u, v) = (0(u', a) V 0(c, d) V 0(b, v'))o. 

This completes the proof of Lemma 4. 

We will now generalize the results of Lemmas 2 through 4. 
Consider a partial algebra 6=(8; F), where 

F = {g/' '" E A, i = 1,2, 3} U {j" I 0' dl}, 

(4) 
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and D(g/')={a"}, D(ga")={b"}, D(gl) = 0, gl"(a")=c", ga"(b")=d" and 
D(f,,)=8. In other words, every partial operation is either a member of a 
pathological triplet, gl' g2' g3 discussed above, or it is a unary operation. 
We call the congruence relation 0 of 6 admissible if for any A E A, either 
a"~b"(0) or a"=b"(0) and c"=d"(0). We assume that a" -# b" for AEA. 

Lemma 3'. Let 0 be a congruence relation of <8; F). Then there exists a 
smallest admissible congruence relation 0° ~ 0. 

Proof. Define 0 0 = 0, 0 1+ 1 = 0, V V (0(c", d") I A E A and a"=b"(0,)). 
It is routine to check that 0°= V (0d i<w). 

Let @? be the partial algebra which is constructed from 6 using gl", 
gl, and ga" the same way as m' was constructed from musing gl' g2' and g3' 
Assume that all the 6" are constructed in such a way that 8" f""I 8' =8 if 
A, v E A, A-#V. 

Define 8' = U (8" I A E A). Defining the operations on 8' in the natural 
way, we get the partial algebra 6'. 

Let 0 be a congruence relation of 6. It is obvious that if 0 can be 
extended to 6', then 0 is admissible. If 0 is admissible, then it has a 
smallest extension CI>" to <8"; F) by Lemma 2. (Note that we used the 
obvious fact that if 0 is admissible in the new sense, then it is admissible 
for any fixed A E A in the old sense.) 

We define a relation CI> on 8' as follows: let u=v(CI» mean u=v(CI>,,) if 
u, v E 8"; if u E 8" and v E 8', A, v E A, A-#V, then let u=v(CI» mean that 
there exists an x E 8 such that u=x(CI>,,) and x=u(CI>.). CI> is well defined 
because if u, v E 8" and u, v E 8'" with A -# ,\', A, A' E A, then u, v E 8" f""I 8'" 
=8. Since (CI>")s=(CI>,,,)s= 0, we get that u=v(CI» means u=v(0), which 
does not depend on A. CI> is obviously reflexive and symmetric, and the 
substitution property follows from the simple observation that for any 
u, v E8' and operationf, iff(u) andf(v) are defined, then there exists a A 
such that u, v, f(u), f(v) E 8". CI> is also transitive. Indeed, let u E 8"1, 
V E 8"2, WE 8"a, and u=v(CI», v=w(CI». 

First, let Al -# A2. Then there exists an x E 8 such that u=x(CI>"J and 
X=V(CI>"2)' If A2= A3, then U=X(CI>"l) and X=W(CI>"2)' establishing u=w(CI». 
If A2 -# A3, then there exists ayE 8 such that V=y(CI>"2) and y=w(CI>"a)' 
This implies that x=V=y(CI>"2) and since x, y E 8, we have x=y( 0). 

Consequently, x=y(CI>"a)' Thus, x=y=w(CI>"a)' We proved that U=X(CI>"l) 
and x=w(CI>"a); thus, u=w(CI». The case Al =A2 can be discussed as was 
the case A2 = A3 • 

By definition, CI> is an extension of 0. It is also obvious that again CI> is 
nothing more than the transitive extension of 0*. (0* is defined for 6' the 
same way as it was for m'.) 
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Theorem 1. A congruence relation 0 of @l can be extended to @l' if and 
only if 0 is admissible. If 0 is admissible, the smallest extension of 0 to @l' 

is the transitive extension of 0*. Let u, v E S'. Then there exisf~ a smallest 
admissible congruence relation <I>(u, v) such that u=:v(ii>(u, v)), where ii>(u, v) 
denotes the minimal extension of <I>(u, v) to S'. 

Proof. We have proved all but the last statement of Theorem 1. It has 
also been established for u, v E SA for some ,\ E A. 

To establish the last statement in the general case, it is useful to 
introduce the following terminology. 

Let u, v E S' and let u:u = xo, ... , Xn = v be a sequence of elements having 
the property that, for each i, XI_1 and XI E g/(S) for some ,\ E A and 
j=l, 2, 3. Then Xi - 1=g/(X;-1) and xl=g/(xl*), where X;_l and Xi* are 
uniquely determined elements of S. We form the congruence relation 

(V (0(x;_1,xl*)li=1, ... ,n))O 

and we call this congruence relation 0 11 , the congruence relation associated 
with the sequence u. We will again call u a 0-sequence if XI =:XI + 1(0*) and 
u is nonredundant. a is an extreme element of S' if it is an extreme element 
of some SA. It is obvious that all members of a 0-sequence, except the 
first and last one, must be extreme elements; any two consecutive mem­
bers are in some giA(S); and excepting the first and last elements there are 
at most two consecutive extreme elements of SA in it; if any sequence u has 
these properties, we will call it a path. 

If 0 is an admissible congruence relation of @l and u : u = Xo, ... , Xn = v 
is '" 0-sequence connecting u and v, then 0 11 ~ 0. Hence, to prove the 

existence of the smallest admissible 0 such that u=:v(0), we have to find 
all paths U1' ... between u and v and we have to prove that there is a 
smallest congruence relation of the form 0 111. 

Let TA denote the set glA(S) U g/'(S) U g3A(S). 
Now let u E S\ v E sv, U, v rf: s, ,\ # v, and take a path u connecting u 

and v. The sequence u breaks up into three parts, U1 in T\ (12 in S, and U3 
in TV; let U1 : U=Xo, .. " uo; U2 : Uo, Vo; U3 : Vo,' . " Xn =V. Then Uo is cA or 
dA and Vo is CV or dV. If cA or dA is not Uo, then denote it by U1 and similarly 
for v1 • Further, let u/ denote the path between u and U 1 which does not 
contain U o. 

(t) If U1 contains two extreme elements, then for the sequence u' which 
consists of u/; U1' Vo; and (13 we have 0 11' ~ 0 11 . 

Indeed, by assumption, g/(a) and g/(b) are in U1; thus, aA=:bA(0 11 ). 
Hence cA =: dA( 0 11 ), that is, U1 =: uo( 0 11 ) and 011~ ~ 0 11 . This, of course, implies 
that 0 11' ~ 0 11 . 

Therefore, we can find a u connecting u and v such that 0 11 ~ 0 11' for 
any path (1' connecting u and v, in the following way: if u E glA(S), then 
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choose UO=cll ; if u E gsll(S), choose uo=dll ; otherwise, let uo=cll or dll. We 
choose vo similarly. Then let a1(resp. as) be the path connecting u and 
Uo (resp. v and vo) and let a equal a1; Uo, Vo; as. This completes the proof 
of Theorem 1. 

In the next step we want to extend the result of Theorem 1 to the 
algebra ~ which we get from S' by Theorem 14.2. 

Lemma 5. Every element b E B, b ¢ S', has a representation of the form 

(**) b = h1 ... h.,.g/(a), 

where n~ 1, h1,· • " hn E F, and a E S. If a=/:a\ a=/:b\ and a=/:c', a=/:d', 
for all v E A, then the representation (**) is unique. In general, if b= 
h1 ' •. • hm'g/ (a') is another representation of b, then for some p with 0 ~p ~n, 
O~p~mwehaveht=ht' fort~pandhp+1 .. . hng/ (a) =h~+1' .. hm'g/(a') ES'. 

Proof. Trivial from Lemma 1 and the construction of S'. 

Let T/(hv .. " hn) denote the set of all elements of the form 

h1 · .. hng/(a) 

for a ES and 

TII(h1" . " hn) = T/'(h1,· . " hn) U Tl·(hv · . " hn) U T/'(h1,· ", hn). 

In case n=O, T/ will stand for g/I(S). 

Corollary I. T/(h1,···, hn) and Tt+1(h1,···, hn), i= 1,2, have exactly 
one element in common, namely for i = 1, h1 ... h.,.glll(bll ) =h1 ... h.,.gl·(all ), 

for i=2, h1 ··· h.,.g2I1(bl1)=h1 ··· h.,.gsll(all). 

Corollary 2. Let bE Tjll(hv .. " hn); then b has one and only one repre­
sentation of the form 

In other words, if we already know that bE T/(h1, .. " hn), then with 
fixed h1' .. " hn' ,\ and i in (**), a is uniquely determined. 

Let us introduce the following notation: 

So = S,· . " Sn = {h(x) I x E Sn-l> hE F*}. 

Then SO£Sl£ ... £Sn£ ... and 

U (Sd i = 1,2, ... ) = B. 

Corollary 3. TII(h1,···, hn) and Sn have one or two elements in common, 
namely, h1 ··· hn(cll)=h1'" h.,JJ11l(al\) and h1 ··· hn(dl\)=h1··· hn'Jsl\(bl\). 
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Lemma 6. The following equality holds: 

8n = 8 n - 1 U U (T~(hv·· ., hn- 1) I A E A, hv ... , hn- 1 E F). 

Proof. Observe that 8 1 =81J U (T~ I A E A). Hence, 

8 2 = 8 1 u {h(x) I x E 8 v h E F} 

= S1 U U ({h(x) I x E T~} I A E A, hE F) 

= 8 1 U U (h(T~) I A E A, hE F) 

= 8 1 U U (T~(h) I A E A, hE F). 

This proves the statement for n=2. The proof of the general case is 
similar. 

Next we define the relation 0* on B. Let 0 be an admissible congruence 
relation of@i;letu=v(0*) ifu, v ES and u=v(0), or u, v E Ti~(hv···, hn ) 

and u'=v'(0), where u', v' are given by u=h1··· hng/(u') and 
v=h1 · .. hngl~(v'). 

Then 0* is well defined; indeed, u and v uniquely determine u' and v' if 
h1' ... , hn' A and i are fixed (Corollary 2 to Lemma 5). Furthermore, if 
u, v E T/(hv · .. , hn) and also u, v E T/(gv ... , gm), with A#V or i#j, then 
u=v, since if u#v, then one of the representations u=h1 ... hng/(u') or 
v=h1 ... hnUl~(v') is reduced. 

Lemma 7. 0* is reflexive and symmetric. It is transitive on S and on 
each TI~(h1'···' hn). Finally, if u=v(0*), then h(u)=/I,(v)(0*) for any 
hEF. 

Proof. All the statements are trivial since if u#v, u, v E TI~(h1' ... , hn), 
then u and v uniquely determine n, hv ... , hn' A and i, and keeping these 
fixed u' and v' are unique. 

Let <l>n denote the transitive extension of 0* in Sn. 

Lemma 8. <l>n is a congruence relation of @in=<8n; F). Furthermore, if 
<l>n-1 denotes the minimal extension of <l>n-1 to @in, then <l>n-1 = <l>n. 

Proof. The first statement of this lemma follows from the second state­
ment since we know that <1>0 is a congruence relation of @i=®o; thus, by 
the second statement, <1>1 = <1>0 is a congruence relation of ®1, and so on. 

We prove the second statement by induction on n. 
<1>0 = <1>1 was proved in Theorem l. 
Assume that <l>k -1 = <l>k has already been proved for k < n. This implies 

that <l>n -1 is a congruence relation of @in -1. It follows from Lemma 7 that 
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iii" -1 ~ <1>". Finally, we prove that iii" -1 ~ <1>". Let u, v E 8" _1[h] =8" -1 u 
{h(x) I x E 8" -1}· This notation is justified, since 8" -1 U {h(x) I x E 8" -1} 
satisfies the requirements of Definition 14.2 by Lemma 5. Let 'Y h denote 
the minimal extension of <1>"-1 to 8"_1[h). We will prove that u=v('Yh ) 

implies u=v(<I>,,). Lemma 8 follows from this since iii"-1 can be described 
in terms of 'Y h in just the same way as <I> was described in terms of <1>", on 
page 104, and this description implies iii"_1 ~ <1>". 

So, let u=v('Yh ). Then by Lemma 15.3, we have to distinguish three 
cases: 

(1) u, v E8"_1. Then u=v(<I>,,_d; thus, u=v(<I>,,). 
(2) u E 8"-1' V rj: 8"-1. Then v=h(v1), and there exists a w=h(w1) E 8"-1 

such that u=W(<I>,,_1) and W1=V1(<I>,,-1). Thus, there exist sequences 
U=Xo,·· ., X,,=W and W1 =Yo,·· ., Ym=V1 such that X I _ 1 =xl(0*) and 
Yi-1=Yi(0*). By Lemma 7, h(Yi-1)=h(Yi)(0*); thus, the sequence 
U=Xo, ... , x" =W=h(W1), h(Y1),···, h(Ym) =h(v1) =V will establish that 
u=v(<I>,,). 

(3) u, v rj:8"-1. Using the condition in Lemma 15.3 and Lemma 7, we 
get u=v(<I>,,) in a manner similar to case (2). This completes the proof of 
Lemma 8. 

Theorem 2. Let u, v E B. Then there exists a smallest admissible con­

gruence relation 0 of e; such that u=v(0), where 0 denotes the smallest 
extension of 0 to B. 

Proof. We will use the following notation. If 0 is an admissible con­
gruence relation of e;, then 0" will denote the transitive extension of 0* 

in 8". By Lemma 8, if u, v E8", then u=v(0) if and only if u=v(0"). 
Since for any u, v E B we have u, v E 8" for some n, Theorem 2 is equiva­
lent to the following statement. 

If u, v E 8 n , then there exists a smallest admissible congruence relation 
o such that u=v(0"). 

We will prove this statement by induction on n. If n= 1, then this is 
simply Theorem l. Assume that the statement has been proved for n-l. 

If u = v( 0"), then there exists a sequence a : u = Xo, ... , Xm = v such that 
X j _ 1 =xj (0*). By Corollary 2 to Lemma 5 and the definition of 0*, we can 
find elements X;-1 and x j* of 8 such that x;_1=xj *(0) if and only if 
x j _ 1=xt(0*). 

Thus, we can associate again with a an admissible congruence relation 
0" and then necessarily 0" ~ 0. Hence, again, we have only to find all 
paths a1 ,· •• connecting u and v and we have to prove that there exists 
a smallest congruence relation of the form 0"1. 

Let u E T"'(h1, ... , hn - 1); if v E T"'(h1, ... , h"-1)' then we find 0 as in 
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Lemma 4. If v rf: TA(hv "" hn- 1 ), then any path U=Xo,"', Xm=V breaks 
up into two parts al : u = Xo, ... , Uo and a2 : Uo, ... , Xm = v, where 

Uo E TA(hl" . " hn- 1 ) n Sn-l, 

that is, uo=hl ·· . hn_l(cA) or hI' .. hn_l(dA). Hence, the principle m of 
Theorem 1 applies in this case as well, that is, if the sequence al contains 
two extreme elements, then we take aI', the other nonredundant sequence 
between u and uo, and the sequence a', consisting of aI' and a2' will have 
the property that 0'" ~ 0". Thus, we can find the at for which 0"1 is mini­
mal in the following manner. Let U o be that one of hI ... hn_I(CA) and 
hI' .. hn_1(d A) for which a1 : u, Uo is a sequence connecting u and Uo; if 
neither of them has this property, then U o is either of them. In this case, 
let a1 be the shortest path connecting u and uo. If v E Sn -1' we choose 
V=Vo. If v E TV(k1" . " kn- 1), vi:,x, v rf: Sn-1, then we choose Vo in the same 
manner as we have chosen u o, and we define a3 the same way we defined 
a1. Since Uo and Vo are in Sn-1, there exists a smallest congruence relation 
0 1 such that uo=VO(0~-1). Let a2 be a nonredundant 0 1-sequence which 
connects Uo and Vo' Then the sequence a which consists of aI' a2' and a3 
will be the required sequence. 

§18. THE CHARACTERIZATION THEOREM OF CONGRUENCE 
LATTICES 

Theorem 1. Let il be an algebraic lattice. Then there exists a partial 
algebra 5S = <B; F) with the following properties: 

(i) The congruence lattice of 5S is isomorphic to il. 
(ii) Every f E F is unary and f is either an operation or D(f) consists of 

two ele ments. 
(iii) B consists of all finite subsets of K containing 0, where K is the set of 

all compact' elements of il. 
(iv) 0 is a compact congruence relation of 5S if and only if 0 = 0(a*, {O}), 

where a* = {a, O}, a E K; the representation of 0 in this form is unique. 

Note that this result is a sharpening of Theorem 16.1. The proof is 
also quite similar. 

Proof. Let K be given as in (iii). For a E K, let us put a* = {a, O}; in 
particular,O*={O}. 

We define B as the set of all finite subsets of K containing O. Then 
<B; U, n) is a distributive lattice with 0* as the zero element. It is also 
relatively complemented, which means that if x ~ y ~ Z, then there exists a 
YI such that y U Y1 =X and Y n YI =Z. This implies that there is a 1-1 
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correspondence between congruence relations and ideals; we obtain this 
correspondence by letting the congruence relation 0 correspond to the 
ideal 1e ={xlx=0*(0)}. If 1 is an ideal, then 0(1) will denote the con­
gruence relation which corresponds to 1. Let us define F to consist of the 
following operations and partial operations: for every x E B, we define 
kx and 7.x by kx(y)=xuy and lAy)=xny; for a,bEK, a-=fb, a-=fO, 
b-=fO, we define gab by D(gab) = {{a,b,O},O*} and gab({a,b,O}) = (a V b)*, 
gab(O*) =0*. Finally, for a,bEK, O-=fb~a, we define hab by D(hab)= 
{a*, O*} and hab(a*)=b*, hab(O*) =0*. 

Let F denote the collection of all partial operations defined so far; let 
Fo denote the collection of all operations kx and lx, and set 58=(B; F). 

A binary relation 0 is a congruence relation of (B; u, n) if and only 
if it is a congruence relation of (B; Fo) (cf. Exercise 1.50). Thus, every 
congruence relation of 58 is also a congruence relation of (B; u, n). 

Let 1 be an ideal of (K; V) and let J denote the family of all finite 
subsets of 1 containing O. Then J is an ideal of (B; u, n). Thus, J deter­
mines a congruence relation 0(J). We claim that the mapping 1 --* 0(J) is 
an isomorphism between the lattice of all ideals of (K; V) and the con­
gruence lattice of (B; F). The details of the proof of this step are the 
same as those of Theorem 16.1, and so they can be omitted. 

Now all the statements of Theorem 1 are clear; (iv) means that the 
compact elements correspond to the principal ideals. 

In this section, let us call a partial algebra regular if it is of the type 
described on pages 103 and 104. 

Lemma 1. Let (B; F') be a partial algebra satisfying (ii) of Theorem 1. 
Then there exists a regular partial algebra (B; F 1) such that 0 is a congruence 
relation of (B; F') if and only if 0 is an admissible congruence relation of 
(B; F 1 ). 

J;'roof. Trivial. All we have to do is to replace every f E F' for which 
D(J) consists of two elements a, b by three partial operations f1' f2' f3 in 
the obvious manner. 

Theorem 2. Let m = (A; F) be a regular partial algebra having the 
property that if 0 is a compact congruence relation of m, then 0 0 (the smallest 
admissible congruence relation containing 0) is of the form (0(a, b))O for 
some a, b E A. Then there exists another regular partial algebra m1 = (A 1; F 1) 
such that the following conditions hold: 

(i) AS;A1, FS;F1 and (A; F) is a relative subalgebra of (A 1; F). 
(ii) Every f E F is fully defined on A 1. 

(iii) Every admissible congruence relation 0 of (A; F) has one and only 

one extension 0 to an admissible congruence relation of (A 1; F 1). 
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(iv) Every admissible congruence relation <I> of (AI; F 1 ) can be written in 

the form <I> = 0 for some admissible congruence relation 0 of (A; F). 
(v) If 0 is a compact congruence relation of (AI; F 1), then 0° is of the 

form (0(a, b))O for some a, bE AI' 

Proof. Let us construct the partial algebra (A'; F) as on page 104 and 
then let us consider the algebra (AI; F) which we get from (A'; F) by 
Theorem 14.2. By Theorem 17.2, for u, v E AI, there exists a smallest 

admissible congruence relation 0 of (A; F) such that u::=v(0). This 0 
was constructed as the least admissible congruence relation containing a 
compact congruence relation. Hence, by assumption 

o = (0(a(u, v), b(u, v)))o. 

Of course, a(u, v) and b(u, v) are not necessarily unique but by the Axiom 
of Choice we can fix them. 

For every u, v E AI, we define kuv by D(kuv)={u, v} and kuv(u)=a(u, v) 
kuv(v) =b(u, v). Let F' = F u {kuv I u, v E AI}' 

Then (AI; F') has the following properties: 

(i') ASAI' FsF', and (A; F) is a relative subalgebra of (AI; F). 
(ii') Every f E F is fully defined on AI' 

(iii') Every admissible congruence relation 0 of (A; F) has one and 

only one extension 0 to a congruence relation of (AI; F'). 
(iv') Every congruence relation <I> of (AI; F') can be written in the 

form <I> = 0 for some admissible congruence relation 0 of (A; F). 

Of these, (i') and (ii') are trivial. To prove (iii'), first we note that by 
Theorem 17.1 and Theorem 15.1, every admissible congruence relation 0 
of (A; F) can be extended to a congruence relation 0 of (AI; F). We 

claim that 0 is a congruence relation of (AI; F'), that is, the substitution 

property can be proved for the kuv' In other words, u::=v(0) implies 

a(u, v)::=b(u, v)(0). Indeed, u::=v(0) implies that 0;;:; <I>(u, v)=(0(a(u, v), 
b(u, v)))O, where <I>(u, v) denotes the smallest admissible congruence re­
lation of (A; F) such that u::=v(<I>(u, v)). Hence, a(u, v)::=b(u, v)(0) and 

so a(u, v) ::= b(u, v)(0). 
To prove the uniqueness statement of (iii'), assume that <1>1 and <1>2 are 

both congruence relations of (A 1; F') and that both are extensions of 
the admissible congruence relation 0 of (A; F). If <1>1 # <1>2' then there 
exist u, v E Al such that U::=V(<I>I) and u;;iv(<I>2) (or, symmetrically, 
u;;iv(<I>I) and U::=V(<I>2))' Since U::=V(<I>I)' we get kuv(u)::=kuv(V)(<I>I); that is, 
a(u, v) ::=b(u, V)(<I>l)' Thus, a(u, v) ::=b(u, v)( 0), that is, 0;;:; <I>(u, v). But we 

have that 0 ~ <1>2' thus u = v( <1>2), which is a contradiction. 
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(iv') is trivial. 
If we combine what we have proved so far with Lemma 1, we get the 

proof of (i)-(iv) of Theorem 2. 
To prove (v), let 0 be a compact congruence relation of (AI; F'), 

0= V (0(Ui' Vj) I O~i<n). Let <1> be a congruence relation of (A; F) 
defined by <1>= V (0(a(ui, Vi)' b(u j , VI)) I O~i<n). Then by assumption, 
<1>0=(0(a,b))0, for some a,bEA. Now it is easy to check that 
0= (0(a, b))O in (A 1; F') implying (v). 

Now we are ready to state and prove the characterization theorem for 
congruence lattices. 

Theorem 3 (G. Gratzer and E. T. Schmidt [2]). Let il be an algebraic 
lattice. Then there exists an algebra ~ whose congruence lattice is isomorphic 
to il. 

Proof. Consider the partial algebra (B; F) constructed in Theorem 1 
and let (B; F')=(A o; F o) denote the regular partial algebra that we get 
from (B; F) by applying Lemma 1. By (iv) of Theorem 1, (A o; F o) 

satisfies the conditions of Theorem 2; hence, we can apply the construction 
of Theorem 2 and we get a regular partial algebra (AI; F 1). By (v) of 
Theorem 2, (AI; F 1 ) again satisfies the conditions of Theorem 2; hence, 
it can be applied again and we get the regular partial algebra (A 2; F2)' 
Proceeding thus, we construct (An; Fn) for every nonnegative integer n. 
Set A= U (Anln<w) and F= U (Fnln<w). We claim that (A;F) is 
an algebra and its congruence lattice is isomorphic to il. 

First we note that 

and 

F' = F ° S; F 1 s; F 2 s; ... S; F n S; .... 

Let f E F and let a EA. Then a E An for some n and by (ii) of Theorem 2 
we have that f is fully defined on An. Thus, (A; F) is an algebra. 

Finally, we observe that every admissible congruence relation of 
(B; F') can be extended to a congruence relation of (A; F) in one and 
only one way. Indeed, if 0 is an admissible congruence relation of 
(B; F'), then by Theorem 2 it has one and only one extension 0 1 to 
(AI; F 1 ), and so on. Let us define the congruence relation 0 n of (An; Fn) 
as the only extension of 0 n- 1 to (An; Fn). 

Set 0 w = U (0 n I n < w). It is obvious that 0 w is a congruence relation 
of (A; F). The uniqueness is also obvious since if 0 has two extensions 
<1>1' <1>2 to (A; F), then the restriction of <1>1 and <1>2 to some An would also 
be different, contradicting (iii) of Theorem 2. 
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Thus, the congruence lattice of <A; F) is isomorphic to the lattice of 
admissible congruence relations of <B; F'), which in turn by Lemma 1 is 
isomorphic to the lattice of congruence relations of 58, which by Theorem 1 
is isomorphic to 53, and this is what we were required to prove. 

The method of the last section can be summarized as follows: we want 
to construct an algebra ~ having property P; it is easier to construct a 
partial algebra 58 having P; 58 generates an algebra ~, however ~ does not 
have P; introducing additional partial operations on m: we make it into a 
partial algebra which has P; and so on ... ; finally a "direct limit" is 
formed. 

This method has been successfully used by others. For instance, 
A. A. Iskander [1] used this method to prove that for any algebraic lattice 
53 there exists an algebra ~ such that 53~ <sP(~2); s;). See also G. Gratzer 
and W. A. Lampe [1]. 

EXERCISES 

1. Characterize all partial algebras in which every relative subalgebra is a 
subalgebra. 

2. Characterize all partial algebras in which every weak subalgebra is a 
relative subalgebra. 

3. Let ~ and 58 be partial algebras and rp a full homomorphism of ~ into 58. 
Prove that <Arp; F) is a subalgebra of 58. Is the converse true? 

4. Is it possible to distinguish within ~ between congruence relations in­
duced by homormorphisms and congruence relations induced by full 
homomorphisms? 

5. Simplify Theorem 14.1 (that is, simplify the description of Ga) in case all 
partial operations are unary. 

6. Let a be as in Theorem 14.1, and consider different representations of a 
polynomial symbol p in the form 

(*) 

where a can be substituted into Pt. Is there a largest such representation 
(*) in the sense that if 

P = r1(p~, .. " P~-1) 

is another such representation, then the p, are polynomials of p~" . " p~ -1 ? 
7. Prove that if <n, 8) < <m, '\), then in general 

A(n.6) -:f- A(m.A)· 

8. Prove that for p, E p<a)(r), {Po"", Pn-1} is sP-independent if and only if 
for r, 8 E p<n)( r), r(po, .. " Pn-1) = S(po,' . " Pn-1) implies r= 8. 



114 OH. 2. PARTIAL ALGEBRAS 

9. Prove that Po,"', Pn-1 is 9'-independent if and only if <[Po,"', Pn-1]; F) 
is isomorphic to \13 <n)( 7') and there is an isomorphism rp such that Ptrp= Xt. 

10. Let 5.8 be a subalgebra of \13<a)( 7'). Let us say that P E B is irreducible in 

5.8 if p=r(po,"" Pn-1), Po,"', Pn-1 E B implies r=Xt and P=Pt. Prove 
that any sequence of irreducible polynomials is 9' . independent. 

11. Prove that every subalgebra of \13<a)( 7') is isomorphic to some \13W)( 7'). 

12. Let P be an n-ary polynomial symbol and let qo,' . " qn -1 be a-ary poly­
nomial symbols. Let p(qo,' . " qn-1) denote the a-ary polynomial symbol 
that we get from P by replacing every occurrence of Xt by qt. Prove that 

13. Prove Theorem 13.3 using only Lemmas 15.1 and 15.3. 
14. Generalize Lemmas 7.3 and 7.4 for partial algebras. 
15. Why does Lemma 8.4 fail for partial algebras? 
16. Let 0 and <I> be congruence relations of the partial algebra'll. Then 

o V <I> is not necessarily a congruence relation of 'll (V is formed in ~ (A)). 

17. Let C.('ll) denote the set of strong congruence relations of'll. Show that 
~.('ll)=<C.('ll); ~) is a sublattice of~(A). 

18. Is ~('ll) a sublattice of ~(A)? Is ~.('ll) a sublattice of ~('ll)? 
19. Let 'll and 5.8 be partial algebras and rp a homomorphism of'll into 5.8. 

When is it possible to find algebras 'll1 and 5.81 such that'll is a relative 
subalgebra of 'll1' 5.8 is a relative subalgebra of 5.81, and there exists a 
homomorphism rP Of'lll into 5.81 with rPA = rp? 

20. Can you generalize Ex. 1.50 to partial algebras? 
21. Prove that the description of 0(a, b) (Theorem 10.3) does not hold for 

partial algebras. 
22. Does Lemma 10.4 hold for partial algebras? Does it hold for strong 

congruence relations? 
23. Prove the homomorphism theorem for full homomorphisms. 
24. Under what conditions can we prove the isomorphism theorem for partial 

algebras? Prove the necessity of the conditions. 
25. Define the concept of derived partial algebra and prove Theorem 12.1 for 

partial algebras. 
26. Characterize those subsets B of P(A x A) for which there exists a partial 

algebra 'll=<A; F) with B=C('ll). 
27. In Lemma 15.3, is it true that for given u, v E A, there exists a smallest 

congruence relation 0 of 5.8 such that u=v(0)? 
28. Let B be an algebraic lattice. Show that there exists a set A such that B 

is isomorphic to some complete sublattice of ~(A). 
29. (P. M. Whitman) Show that every lattice can be embedded into some 

~(A). 

30. For every algebra <A; F) there exists an algebra <A1; F 1) such that 
A £A1' F£ F 1, <A; F) is a subalgebra of <A1; F) and 

(i) every congruence 0 of <A; F) can be extended to a congruence 

relation 0 of <A1 ; F 1); 

(ii) 0 ->- 0 is an isomorphism between ~«A; F») and ~«A1; F 1»); 
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(iii) every compact congruence relation of <A 1 ; F 1 ) is principal. 
(G. Gratzer and E. T. Schmidt [1] and [2].) 

31. Show that the results of §17 cannot be extended to nonunary algebras 
(Theorem 17.2 fails to hold, in fact the extension <112 of <111 from 6 1 to 6 2 

does not necessarily have the property stated in Theorem 17.2). t 
32. Let @ be a group. Find a simple algebra m such that the automorphism 

group of m is isomorphic to @. 

33. Let B be an algebraic lattice. Find an algebra m such that the congruence 
lattice of m is isomorphic to Band m has no nontrivial automorphism 
(i.e., @(m)= 1). 

34. iC(m)i = 1 implies iG(m)i = 1. 
35. (W. A. Lampe) Let B be an algebraic lattice in which there exists an 

element a#O such that a~ V (xdiE1) implies a~xl for some iEI. 
Then for any group @ there exists an algebra m such that Q::(m);;:::; Band 
@(m);;:::;@. 

36. Let m be an algebra of type T generated by H = {hy I y < a}. There is an 
isomorphism <p between m and ~(a)( T) such that hy<p = Iy for y < a if and 
only if one of the following conditions holds: 

(i) for p, q E p(n)( T), n < a, p(hyO' •• " h Yn -1) = q(hyo " • " h yn -1) and YI # YI 

for i#j imply p=q; 
(ii) if ~ is an algebra of type T, by E B for Y < a, then there is a homo­

morphism op of m into ~ with hyop = by, for Y < a; 

(iii) there exists a homomorphism if from m into ~(a)(T) with hyop=Iy 
for y< a. 

37. Let m and ~ be algebras of type T. Prove that m and ~ have up to iso­
morphism a common extension if and only if either there are no nullary 
operations or there are nullary operations and <[ 0]~; F);;:::; <[ 0)j!l; F). 

38. (K. H. Dienert) The following condition can be added to Ex. 36: 

(iv) (ii) holds for every extension ~ of m and if there are nullary opera-
tions, <[0]~; F>;;:::;~(O)(T). 

39. Generalize Ex. 37 for partial algebras. 
40. Generalize Ex. 37 to any set of algebras (partial algebras). 
41. Let H,KC::::;{Iyly<a}c::::;p<a)(T). Prove that HnK= 0 implies that 

[H] n [K] = 0 if there are no nullary operations and [H] n [K] = P(O)( T) 

otherwise. 
42. Let m be an infinitary partial algebra. Then there exists an infinitary algebra 

~ which contains m as a relative subalgebra and has the property that every 
congruence relation of m can be extended to ~. (Generalize Lemmas 
15.1-15.3.) 

43. (W. A. Lampe) Let m be an algebra, <p E E(m), p", the right multiplication 
by <p on E(m), e", and epcp the equivalence relations induced by <p and p", on 

A and E(m) respectively. Then e", ---+ epcp is an order preserving map. 

t This shows that the proofs of the Theorem of E. T. Schmidt [2], and Theorem 6 
of G. Gratzer [8] are incorrect. 

:/: See K. H. Diener and G. Gratzer [1]. 
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44. (W. A. Lampe) If cp is a right-zero in ~('ll), then eq/!;; e", for alll/J E E('ll). 
45. Let m and n be regular cardinals and m < n. Prove that every m-algebraic 

lattice is also n-algebraic and find an n-algebraic lattice which is not 
m-algebraic. (See Ex. 0.S2.) 

46. Describe those partial algebras 'll in which all congruence relations are 
strong. (D(jy, 'll) = 0 or Any.) 

47. State and prove Theorem 11.4 for infinitary algebras. 
4S. An endomorphism of a relational system (A; R> is a mapping cp of A into 

A such that r(ao, al' ... ) implies r(aocp, alCP, ... ) for all r E R. For a unary 
algebra'll find a relational system (A; R> such that each r E R is binary 
and cp: A -;. A is an endomorphism of'll if and only if cp is an endomor­
phism of (A; R>. 

49. For every set A there exists a binary relation r such that the identity map 
is the only endomorphism of (A; r>. (P. Vopemka, A. Pultr and Z. Hedrlin, 
Comment. Math. Univ. Carolinae 6 (1965), 149-155). (Hint: for IAI!;; No 
assume A = {y I y;:;; S + I} where S is an initial ordinal. Define r by the 
following rules: (i) Or2; (ii) ar(a+ 1), a;:;; S; (iii) if fJ is a limit ordinal not 
cofinal with w, then arfJ if and only if a is a limit ordinal and a < fJ; (iv) if a 
is a limit ordinal cofinal with w, then a = lim an' al < a2 < .. " and 
an = an + n, where an is a limit ordinal; set yra if and only if y = an for some 
n!;; 2; (v) ar( S + 1) if and only if a = S or a is a nonlimit ordinal of:. S + 1.) 

50. Let (A; R> be a relational system with all r E R binary. Find a binary 
relational system (B; r> whose endomorphism semigroup is isomorphic to 
the endomorphism semigroup of (A; R>. (A. Pultr, Comment. Math. 
Univ. Carolinae 5 (1964), 227-239.) (Hint: Let R={rdiEI}. Set 
B=A u U (rj x {i} liE I) u I U {Vl' V2' Va, Ul' U2}' Define r as follows: 
(i) r on I as in Ex. 49; (ii) xor(xo, Xl' i>rxl; (iii) (xo, Xl> i>ri for i E I; (iv) 
vlrv2rVarvl; (v) for i E I, iru2; (vi) Ulru2 and ujrVl' j = 1,2; (vii) for X E A, 
xrul') 

51. (Z. Hedrlin and A. Pultr [1]) In Theorem 12.3, 'll can be chosen of type 
(1, I). (Hint: combine Theorem 12.3 with Ex. 4S-50. In constructing'll 
from (B; r), the two unary operations should act as projection maps 
for r.) 

PROBLEMS 

11. Let B c:; P(A x A). When is it possible to find a partial algebra (A; F> 
with B=Os«A; F»)? (See Ex. 17 and IS.) 

12. Let ~l and ~2 be lattices. Under what conditions does there exist a partial 
algebra'll with <£('ll):;-; ~1 and <£s('ll):;-; ~2? (See Ex. 17 and IS.) 

13. Relate the following four classes of lattices: 
Lo: the class of finite lattices; L 1 : the class of lattices isomorphic to sub­
lattices of finite partition lattices (i.e., lattices which are isomorphic to a 
sublattice of some (Part(A); ;:;;) for some finite set A); L 2 : the class of 
lattices isomorphic to strong congruence lattices of finite partial algebras; 
La: the class of lattices isomorphic to congruence lattices of finite algebras. 
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14. Does Theorem 14.1 hold for infinitary partial algebras? 
15. Let B S; P(A x A). When is it possible to find an infinitary algebra 

m:=<A; F> with C(m:)=B? Characterize <£(m:). 
16. Characterize <@(m:), @F(m:), @s(m:» as a triplet of semigroups. (See Lemma 

16.1.) 
17. Characterize the congruence lattices of algebras of finite type. 
18. For an integer n> 2 characterize the algebraic lattices ,£l which can be 

represented as <9'(m:n); S; > for some algebra m:. (See the result mentioned 
on p. 113). 

19. For a nonvoid set A, and integer n> 1, characterize those subsets BS;An 
for which B=9'(m:n), for some algebra m:=<A; F). (For n=1 this was 
done in Theorems 9.1 and 9.2. In contrast with Problem 18, this is open 
also for n=2.) 

20. Develop properties of algebras whose automorphism groups are transitive 
doubly transitive, and so on. (See, e.g., G. Gratzer [2]). 



CHAPTER 3 

CONSTRUCTIONS OF ALGEBRAS 

It is very important to find methods of constructing new algebras from 
given ones. Two such methods have been discussed in Chapter 1: namely, 
the construction of subalgebras and homomorphic images of a given 
algebra. Some further methods will be discussed in this chapter while we 
postpone the discussion of others because we do not have the necessary 
background to introduce them now; e.g., free products will be discussed 
in Chapter 4 and the properties of prime products in Chapter 6. 

§19. DIRECT PRODUCTS 

Let Illi = (AI; F), i E 1, be given algebras of type T. Form the Cartesian 
product TI (Ai liE 1) and define the operations fy on it as follows: if 
Po,"', Pny-1 E TI (Ad i E 1) and y<O(T), then 

fy(po, ... , Pny -l)(i) = fy(Po(i), ... ,Pny -l(i)). 

The algebra (TI (AI liE 1); F) = TI (Illi liE 1) is called the direct 
product of the algebras Illi' i E 1. 

Since A 0 was defined as {0}, if 1 = 0, the direct product is the one 
element algebra 1 (t) of type T. 

Let Illy, y < a (a is an ordinal), be algebras. Then the elements of the 
direct product according to the convention of §4 will be a-sequences and 
the operations are defined componentwise. For instance, if a=2, i.e., we 
take the direct product of two algebras, then the elements are 

(ao, bo),"', (any-V bny - 1) 

and the operation fy is defined by 

fy( (ao, bo), ... , (any -1' bny -1») = (fAao, ... , any-1)' fy(bo, ... , bny -1)' 

Theorem 1. Let (At; F), i E 1, be a family of algebras. Suppose that 
(1; ~) is a well-ordered set of order type a. Let rp be an isomorphism between 
(1; ~) and the well-ordered set of all ordinals less than a. Then 

f -+ (f(Orp-1),f(lrp-1), ... ,f(yrp-1), ... , )y<<< 
118 
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is an isomorphism between T1 (2fj liE I) and T1 (2fy I y < a), where 
2fy=2fyop- 1. 

In other words, from an algebraic point of view it is enough to consider 
the direct product defined in terms of a-sequences. 

The proof of Theorem 1 is trivial. 
If 2f ~ 2fj for all i E I, then T1 (2fj liE I) will be called a direct power of 2f 

and will be denoted by 2fI. In case I={yly<a} for some ordinal IX, we 
write 2fa for 2fI. 

Now consider T1 (2fj liE I) and lete/: f --+ f(i) (f E T1 (Aj liE I)) be the 
i-th projection. 

It is easy to verify that e/ is a homomorphism of T1 (2fj liE I) onto 2fj. 
The congruence relation 0j induced by the homomorphism e/ can be 

described by 

p == q( 0j) (p, q E T1 (Aj liE I)) if and only if p(i) = q(i), 

and T1 (2fj liE I)/0j~ 2fj. 
Let us consider the special case <A 0 x AI; F). Then we have two 

congruence relations, 0 0 , 0 1 • We claim that 

0 0 V 0 1 =, and 0 0 1\ 0 1 = w. 

Indeed, 

<ao, bo) == <aI' b1)( 0 0 1\ 0 1 ) if and only if ao = al and bo = b1 , 

that is, 0 0 1\ 0 1 = w. 

For any <ao, bo) and <aI' b1 ) E Ao x Al we have 

<ao, bo) == <aI' b1)( 0 0 V 0 1 ) 

because 

and 

and hence 

It is now evident that 0 1 0 0 = 0 0 0 1 = 0 0 V 0 1 • 

If 0 1 0 0 = 0 0 01> then 0 0 and 0 1 are said to be permutable. 
Summarizing, we have the following theorem. 

Theorem 2. Let 2f be isomorphic to 2fo x 2f 1 . Then there exist congruence 
relations 0 0 , 0 1 of 2f such that 

(i) 2f/0j~ 2f1' i=O, 1; 
(ii) 0 0 V 0 1 = ,; 

(iii) 0 0 1\ 0 1 = w; 

(iv) 0 0 , 0 1 are permutable. 
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The converse also holds. 

Theorem 3. Assume we have an algebra 2f and congruence relations 
0 0 , 0 1 on 2f such that properties (ii), (iii), (iv) are satisfied. Then 
2f/00 x 2f/01 is isomorphic to 2f. 

Proof. We set up the required isomorphism in the natural way: 

rp : a --* ([a] 0 0 , [a]01), 

where a E A and of course [a] 0 0 E A/00 and [a] 0 1 E A/01. 
rp is 1-1. Indeed, ifa¥-b, then a:tb(00 /\ 0 1). So a:tb(00 ) or a:tb(01). 

Hence 

[a]00 ¥- [b]0 0 or [a]01 ¥- [b]0 1. 

rp is onto, since if 

then because 0 0 0 1 = t, there exists an element c E A such that 

a == c(00 ) and c == b(01). 

Then <[a]00 , [b]01> = <[c] 0 0 , [c]01> and thus 

crp = <[a] 0 0 , [b]01>. 

To show that rp is a homomorphism, compute:fy(ao, ... , any -l)rp= (by the 

definition of the mapping rp) <[fy(ao, ... ,any -1)] 0 0, [fy(ao, ... ,any -1)] 0 1> = 

(by the definition of fy in the quotient algebra) <fy([ao] 00, ... , [any -1] 0 0), 
fy([ao] 0 1 , .•• , [any _1]01»=(by the definition of fy in the direct product) 

fy«[ao] 0 o, [ao] 0 1), .•• ,<[any - 1]00 , [any-1]01»=fy(aorp,···, any - 1rp). This 
completes the proof of the theorem. 

Theorems 2 and 3 are due to G. Birkhoff [6]. 
The last part of the proof is a special case of the following lemma. 

Lemma 1. Let 2f be an algebra and .pi a homomorphism of 2f into 2fj, for 
i E I. Let us define a mapping .p of A into n (Aj liE I) by 

(a.p)(i) = a.pj. 

Then .p is a homomorphism of 2f into n (2fj liE I) and .pel =.pj for i E I, 
where e/ is the i-th projection. 

Proof. Trivial, as in the last part of the proof of Theorem 3. 

Corollary. Let2f be an algebra and I a nonvoid set. For a E A, let Pa E Al 
such that Pa(i)=a for all iEI. Set B={PalaEA}. Then <B; F> is a 
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subalgebra of m:I (called the diagonal of m:I) and a -+ Pa is an isomorphism 
between m: and 58. 

Let m:1, i E I, be algebras and let l' <;;.1. Then there is a natural mapping 
f{JI' from n (All i E I) onto n (All i E 1') which is defined by letting an 
fEn (AI liE I) correspond to its restriction fI' to 1'. f{J1' is a homo­
morphism of n (m:11 i E I) onto n (m:1 liE 1'). An important property of 
this homomorphism is described by the following result of C. C. Chang [1]. 

Theorem 4. Let m:1, i E I, be algebras of the same finite type (that is, 
o(r) < w), and let B<;;. n (Ai liE I). If B is finite, then there exists a finite 
l' <;;. I such that f{JI' induces an isomorphism between the partial algebra 58 and 
the partial algebra <Bf{J6 F). 

Remark. This means that if we are interested only in the "local" 
properties of a direct product, then it is enough to form finite direct 
products. 

Proof. Suppose B = {Po, ... , Pn -1}' Take all pairs Pic' PI such that 
P/,;#PI' This implies that there exists an i E I such that 

Pick one such i for each Pic # PI and take all these i as the set 11'. 

Suppose now that 

in 58. Then also 

fy((qoh~," " (qny-1)I~) = %. 

Finally, consider all equalities 

fy((qoh~,"" (qny-1h~) = qI~ 

which do not hold in 58. 
Then there exists an i E I such that 

For each such equality pick an i; these will form 12 '. It is easy to see 
that 12 ' is also finite since B is finite and we only have a finite number of 
operations. Define l' = 11 ' U 12', Obviously l' satisfies the requirements 
of the theorem. 

Decomposability into infinite direct products will be discussed in §22. 
If the algebras considered are of a special type such as groups and rings 
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(there is a "zero", 0, and a " + ", such that fy(O, ... , 0) = 0 for all opera­
tionsfy and O+x=x+O=x), then it is possible to find an intrinsic defini­
tion of direct products. Within this framework it is then possible to attack 
the problem of "common refinements" of two direct products and also 
the problem of isomorphism of two direct product representations of such 
an algebra. An elegant treatment can be found in the book of B. Jonsson 
and A. Tarski [1], in the finite case. For more recent results, see P. Crawley 
and B. Jonsson [1], C. C. Chang, B. Jonsson and A. Tarski [1] and also 
B. Jonsson [7]. 

In a very special case, the refinement problem can be translated to the 
problem of irreducible representations of the unit element in a modular 
lattice, which is a purely lattice theoretic question. For this, see Birkhoff 
[6]. 

Let 2f=2fo x ... x 2fn- 1 , let p and q be m-ary polynomial symbols, and 
let at=<aot, ... ,a~_l)' bt=<bot, .. ·,b~_l)' at,btEA, for O~i<m. Let 
p, q (resp. pt, qt) denote the polynomials induced by p and q in ~{ (resp. 2ft ). 

Since the operations are defined componentwise, we have the following 
result: 

Lemma 2. p(aO, "', am - 1 )=q(bO, "', bm- 1 ) if and only if 
pt(atO, ... , a;n-l)=qt(btO, .. " b,[,-l)forall i; equivalently,p(ao,. ", am- 1 )=F 
q(bO, ... , bm -1) if and only if for some i, pt(atO, ... , a'['-l) ¥.qI(btO, .. " b;n-l). 

Corollary. The mapping cp: p ~ <po, . . " pm-I) is a 1-1 homomorphism 
of ~(m)(2f) into ~(m)(2fo) x ... X ~(m)(2fn -1)' 

§20. SUBDIRECT PRODUCTS OF ALGEBRAS 

If we decompose an algebra into the direct product of algebras of 
simpler structure, then we can prove theorems about the algebra by prov­
ing them for the components. A best possible decomposition is one such 
that we cannot decompose any of the components further. However, such 
a decomposition does not exist in general (as a trivial example, take a 
nonatomic Boolean algebra). To get decompositions of this kind, we have 
to weaken the concept of direct product. 

Definition I. Let (2f t liE I) be a family of algebras of the same type. Let 

A S T1 (Ad i E I) 

be such that 2f is a subalgebra of the direct product. 2f is called a subdirect 
product of the algebras 2ft, i E I, if Ae/ = At for all i E I, where e/ is the i-th 
projection. 

If 2ft =iBfor all i E I, then 2f is a subdirect power ofiB. 
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This condition is equivalent to the following: for any a E Aj there 
exists an f E A such that f(i) =a. 

Let <1>j be the congruence relation induced by e/ on n (Aj \ i E I) and 
let 0 j=(<1>j)A' 

Theorem 1 (G. Birkhoff [3]). 
(i) 1)1/0 j ,;;;; I)1j; 

(ii) /\ (0;\ i EI)=w. 

Proof. Trivial. 

Theorem 2 (G. Birkhoff[3]). Let 1)1 be an algebra; let (0t\iEI) be a 
family of congruence relations such that 

/\ (0t\ i E I) = w. 

Then 9( is isomorphic to a subdirect product of the algebras 1)1/0 j , i E I. 
For each a E A, wedefineanfa En (A/0; \ i E I) in the following manner 

fa(i) = [a]0 j (E A/0;). 

Let 

A' = {fa\aEA} S; n (A/0t\iEI). 

Then the mapping 

qJ: a --7 fa 

is an isomorphism between 1)1 and 1)1'; furthermore, 1)1' is a subdirect 
product of the algebras 1)1/0 j , i E I. 

Proof. Let us compute: 

because 

fy(fao'" . ,fan,_l)(i) = fy(fao(i), ... ,fan,-l (i)) 

= fy([ao]0 j , ••• , [an,_1]0 j ) 

= [fy(ao,"" an,_1)]0 j 

= fr,(ao ..... an,_l)(i), 

which proves that A' is closed under the operations and that qJ is a homo­
morphism. It is trivial that qJ is onto and that 1)1' is a subdirect product. 

If fa=fb' then fa(i)=fb(i) for every i E I; thus, [a]0 j =[b]0 j and so 
a=b(0 j ) for every i E I; therefore, a=b( /\ (0 j \ i E I)); thus a=b(w) 
which means that a=b, proving that qJ is also 1-1. This completes the 
proof of the theorem. 
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Every algebra I2I has trivial subdirect factorizations. For instance, 
consider A' sA x A consisting of all pairs <a, a>. Then I2I is isomorphic to 
12I/, which is a subdirect product oftwo copies ofl2I. 

Another example is given by the isomorphism 

which always holds if B has one element only. 
Theorems 1 and 2 prove that to have a subdirect factorization is 

equivalent to the existence of congruence relations 0 1 such that /\ 0 1 = w. 

A trivial factorization is one where at least one 0 1 equals w. 

This leads us to the concept of subdirectly irreducible algebras. 

Definition 2. The algebra I2I is called subdirectly irreducible if the 
relation 

implies the existence of an i E I such that 0 1 = w. 

Corollary. An algebra I2I is subdirectly irreducible if and only if A has 
only one element or <£(I2I) has one and only one atom, which is contained in 
every congruence relation other than w. 

Proof. Assume that A has more than one element. Suppose we have a 
single atom 0 which is contained in every congruence relation other than 
w, and, contrary to hypothesis, that 1\ 0 1 = wand 0 1> W for each i. Then 
0 1 ~ O. Therefore, 1\ 0 1 ~ 0 > w, which is a contradiction. 

Conversely, assume that I2I is subdirectly irreducible. Let 1\ (010#w) 
=0. Then o>w since I2I is subdirectly irreducible. If 0>w, then 0~0; 
hence 0 is an atom and it is contained in every congruence relation other 
than w. 

Theorem 3 (G. Birkhoff [3]). Every algebra is isomorphic to a subdirect 
product of subdirectly irreducible algebras. 

Proof. We have to construct a family of congruence relations (01 liE I) 

such that: (i) 1\ (0d i E I)=w. By Theorem 11.3 

<£(12I/01):;;:::: <[01); ~>. 

Thus the condition that the algebra 12I/01 is subdirectly irreducible is by 
the corollary to Definition 2 equivalent to: (ii) there exists a congruence 
relation covering 0 1, which is contained in every congruence relation 
properly containing 0 1, (We assume IAI > 1). 
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We claim that a family of congruence relations satisfying (i) and (ii) 
is given by 

('Y(a, b) I a#b, a, b E A), 

where the 'Y(a, b) were constructed in Theorem 10.6. 
To prove (i), assume that x=y(!\ 'Y(a, b)) and x#y. This would imply 

that 

x = y('Y(x, y)), 

which is a contradiction. 
If <I»'Y(a, b), then <1>;;; 0(a, b), which means that 0(a, b)v'Y(a, b) 

covers 'Y(a, b) and it is contained in every congruence relation properly 
containing 'Y(a, b). This completes the proof of the theorem. 

Given two algebras, there are many algebras which are subdirect 
products of the given ones. In the sequel, we will describe a method (see 
L. Fuchs [1]) which constructs some subdirect products. 

Lemma I. Let mo, m1 , and 58 be algebras and let cpj be a homomorphism of 
mj onto 58, i=O, 1. Let 

C = {(ao, a1) I aocpo = a1CP1}· 

Then cris a subdirect product of mo and m1 • 

Proof. If ajcpo = bjCP1, then 

f,(ao, ... , any -l)CPO = "jy(bo, ... , bny -l)CPV 

which implies that C is closed under the operations. Take an a E Ao. Then 
there exists abE A1 such that acpO=bcp1 since CP1 is onto. Thus, a is the 
first component of the pair (a, b) E C. A similar consideration for the 
second component completes the proof of the lemma. 

L. Fuchs [1] proved that in a number of cases this construction gives 
all subdirect products. His results were generalized by 1. Fleischer [1). 

Theorem 4, (I. Fleischer [I)). Let m be an algebra and assume that any 
two congruence relations of m are permutable. Then any subdirect repre­
sentation of m with two factors only can be constructed by the method of 
Lemma 1. 

A sharper result is the following. 

Theorem 5 (I. Fleischer [1]). Let m be isomorphic to a subdirect product 
of the quotient algebras mj 0 0 and mj 0 1 by the natural isomorphism 
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cP: a ~ <[a] 0 0 , [a]0 1)· This subdirect representation of 2:( can be constructed 
by the method of Lemma 1 if and only if 0 0 and 0 1 are permutable. 

Proof. Assume that 0 0 and 0 1 are permutable. Let "'I be the natural 
homomorphism of 2:( onto 2:(/01 (that is, a"'i=[a]0 j ) and let CPI be the 
natural homomorphism of 2:(/01 onto )8 = 2:(/ 0 0 V 0 1 (that is, 

([a]0i )CPI = [a](0 0 V 0 1)), 

The elements of 2:( are represented in the subdirect product as pairs of 
the form 

and we have to prove that these are the same as the pairs of the form 

<[a]00 , [b]0 1) with ([a]0 0 )cpo = ([b] 0 1 )CP1' 

If we have the pair (1), then it is also of the form (2) since 

([a]0 0 )cpo = [a](0 0 V 0 1 ) = ([a]0 1 )CP1; 

(1) 

(2) 

Conversely, if we are given the pair (2), then a=:b(00 v 0 1 ) and since 
0 0 V 0 1 = 0 0 0 1 by permutability there exists aCE A such that a=: c( 0 0 ) 

and c=:b(01 ); that is, [a]0 0 =[c]00 and [b]0 1 =[c]01• Thus, 

<[a] 0 0 , [b]0 1> = <[c] 0 0 , [c]0 1), 

which was to be proved. 
To prove the converse, assume that 2:( is isomorphic to the subdirect 

product of 2:(/00 and 2:(/01 and that it can be constructed by the method 
of Lemma 1 using the homomorphisms CPI of 2:(/01 onto )8. Let "'I be the 

natural homomorphism of 2:( onto 2:(/01, Let 01 denote the congruence 
relations of 2:( induced by the homomorphisms "'ICPI' 



§20. SUBDIREOT PRODUOTS OF ALGEBRAS 127 

Then aEb(0 j ) if and only if ([a]01)'PI=([b]01)'PI. Since ([a] 0 0 , [a] 0 1> 
EA, it is also of the form (2), that is, ([a]0o)'Po=([a]01)'P1 and similarly 

([b]0 0 )'Po = ([b] 0 1)'P1. Thus, aE b(00 ) if and only if ([a] 0 0 )'Po = ([b]0 0 )'Po in 

which case ([a]0d'P1 = ([b]01)<p1> which is equivalent to aEb(01). 

Hence 0 0 =01 • Set 'P'=00 =01 • 

Summarizing, if we have a pair of the form (2), which means that 
aEb('P'), then there exists aCE A such that [a]0 0 =[c]00 and [b]01 = 
[c]0 1 • This yields 'P'= 0 0 01> proving that 0 0 and 0 1 are permutable. 

This completes the proof of Theorem 5. 

This method gives very little if more than two factors are considered; 
see G. H. Wenzel [1]. 

Let 0 1 be a congruence relation of m:1, i E I. Define a relation 
fI (01 1 i E I) on fI (All i E I) as follows: if p, q E fI (All i E I), then 
pEq( fI (0( liE I)) if and only if p(i) Eq(i)( 0 1) for every i E I. 

Lemma 2. fI (01 liE I) is a congruence relation of the direct product 
fI (m:d i E I). 

Proof. Trivial. 

Corollary. The following isomorphism holds: 

TI (m:11 i E 1)/ fI (011 i E I) ~ fI (m:d011 i E I). 

An isomorphism can be set up by letting [p]( fI (01 1 i E I)) ~ p, where p is 
defined by 

p(i) = [p(i)]01• 

A similar statement holds for homomorphisms. 

Lemma 3. Let m:1 and mj be algebras and let 'Pi be a homomorphism of m:, 
into ml,jor all i E I. We define a mapping 

'P = fI ('Pd i E I) 

of fI (Ail i E I) into fI (BII i E I) as follows: if pEn (All i E I), then 
(p'P)(i) = p(i)'PI. Then 'P is a homomorphism of fI (m:11 i E I) into 
fI (md i E I). 

Proof. Trivial. 

Now we will prove that a subdirect product of homomorphic images is 
the homomorphic image of a subdirect product. 



128 OH. 3. OONSTRUOTIONS OF ALGEBRAS 

Lemma 4. Let)8' be a subdirect product of the algebras m/, i E I. Let CPt 
be a homomorphism of mt onto m/; for i E I. Then there exists a subdirect 
product )8 of the algebras ml and a homomorphism cP of)8 onto )8'. 

Proof. Define )8 as the complete inverse image of )8' under the homo­
morphism cP= TI (CPI liE I). Then )8 is a subalgebra of TI (mt liE I) by 
Lemma 12.1. Take al E A j. Then a/cpt E At'. Since)8' is a subdirect product, 
there exists a p' E B' such that p'(i)=a/cpj. Now define p by p(i)=at 
and p(j) = any inverse image of p' (j) for j # i. Then p E Band p( i) = at. 
Thus m is a subdirect product of the mt. That Bcp=B' follows from the 
definition. 

§21. DffiECT AND INVERSE LIMITS OF ALGEBRAS 

There are two well known methods to build up algebras from families 
of algebras, the so-called direct and inverse limits. No systematic account 
of the properties of these constructions can be found in the literature, 
although almost all the results given below belong to the "folklore". 
Besides, most results are set theoretic in nature, and they can be derived 
from the case of groups; see for example S. Eilenberg and W. Steenrod, 
Foundations of algebraic topology, Princeton University Press, Princeton, 
N_ J., 1952.t 

Definition 1. A direct family of sets d is defined to be a triplet of the 
following objects: 

(i) A directed partially ordered set <I; ~ > called the carrier of d; 
(ii) sets Aj for each i E I; 

(iii) mappings cpijfor all i ~ j, where CPiJ maps AI into Aj such that 

CPijCPjl< = CPIl< if i ~ j ~ k 

and CPii is the identity mapping for all i E I. 

For a direct family d consider the sett U (AI liE I) and define on it a 
binary relation == by x==y if and only if x E AI, Y E Aj for some i,j E I 
and there exists a zEAl< such that i ~ k, j ~ k, XCPIl< = Z, YCPjl< = z. It is 

t The best framework for §21 would be category theory. By duality we would have 
to prove only one of the statements of Lemma 7 and only one of Theorems 2 and 3. 
Note that the categorical definitions of various algebraic constructions are given in 
the Exercises. 

t We assume that the AI are pairwise disjoint; if this is not the case, we have to 
form the disjoint union, say U (A I x {i} liE f), and introduce = on this set. 
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obvious that this relation is reflexive and symmetric. To prove transi. 
tivity, let yEW also hold; then Y E Ai' wEAl and there exists a v E An' 

j~n, l~n, such that YfPin=v, WfPln=v, Let m be an upper bound for k and 
n. Then 

and 

WfPlm = WfPlnfPnm = vfPnm = YfPinfPnm = YfPim, 

which proves that XEW. 

Thus, E is an equivalence relation; let x denote the equivalence class 
containing x and let A", denote the set of equivalence classes. 

Definition 2. A", is called the direct limit of tAe direct family of 8ets d, 
in symbols A", = lim d. 

->-

Definition 3. A direct family of algebras d is defined to be a triplet of the 
following object8: 

(i) A directed partially ordered 8et <1; ~ > ; 
(ii) algebras ~I = <AI; F>, i E 1, of 80me fixed type; 

(iii) homomorphi8ms fPli of ~I into ~i for all i ~ j 8uch that 

fPlifPik = fPlk if i ~ j ~ k 

and fPlI is the identity mapping for all i E 1. 

It is obvious that if we have a direct family of algebras, then the base 
sets of the algebras form a direct family of sets. Thus, we can form the 
direct limit A",. 

We can define the operations fy on A", as follows: Let Xi E All' 
O~j <ny, and let m be an upper bound of the ii' Then XiEX/ E Am, where 
x/ =XRl/m' Define 

fy(xo, ... , Xny -1) = jy(Xo', ... , X~y -1)' 

We will show that this definition off. does not depend on m. For, take any 
other upper bound m'; let xi" = xifPl/m" Then 

Indeed, let m ~ 0, m' ~ 0, and Xi to = XRI/O' Then 

since fPmo and fPm'o are homomorphisms. 
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Definition 4. The algebra ~co = <A co ; F) i8 called the direct limit of the 
direct family of algebras and will be denoted by lim d. 

-+ 

Let us define the mapping 

IPlco: x - X, for x E AI' 

Then IPICO is a homomorphism of ~I into ~co. Furthermore, we have for all 
i ~j that IPIJIPJco =IPlco' Thus, we have: 

Lemma I. Extend the direct family of algebras d by adding to I the 
8ymbol 00 and partially order I U {oo} by i < 00 for all i E I while keeping the 
partial ordering in I; add ~co to the family of algebras and the mapping8 
IPlco for i E I U {oo} to the family of mapping8 (IPcoco is the identity map on 
Aco). Then the re8ultant 8Y8tem d co i8 again a direct 8Y8tem of algebra8. 

If all the IPIJ are 1-1, then so are the IPlco' Indeed, take x, y E AI and 
suppose that XIPICO = YIPICO' that is, x = y. Then there exists a j ~ i such that 
XIPIJ = YIPIJ and since all the IPIJ are 1-1, we infer that x=y. Thus, we have 
proved the following lemma. 

Lemma 2. If in a direct family of algebras, all the IPIJ (i ;&';j) are 1-1, then 
all the IPICO are 1-1. 

Let us give an example of a direct family of algebras. 
Let ~ be an algebra. Define I by: BE I if and only if <B; F) is a finitely 

generated subalgebra of~. 
Let us define a direct family of algebras as follows: (i) the directed 

partially ordered set is taken to be <1; S); (ii) ~I is defined as <i; F); 
(iii) all the IPIJ (isj) are defined as identity mappings (XIPIJ=X), 

Then the direct limit can be easily shown to be isomorphic to the 
algebra ~. 

Lemma 3. Every algebra is i80morphic to a direct limit of finitely 
generated algebras. 

Now we define our second construction. 

Definition 5. An inverse family of sets d i8 defined to be a triplet of the 
following object8,' 

(i) A directed partially ordered 8et <1; ;&';), called the carrier of d; 
(ii) 8et8 Ador each i E I; 

(iii) mapping8 IP/ for all j;&'; i 8uch that IP/ map8 AI into A J, IP/lPkJ = IPkl if 
i ~j ~ k, and IP/ i8 the identity mapping for all i E I. 
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For an inverse family d, take the direct product T1 (A! liE I) and let 
A'" consist of those p E T1 (A! liE I) for which 

p(i )fP/ = p(j) if i ~ j. 

Definition 6. A'" is called the inverse limit of the inverse family of sets; 
in notation, A'" = lim d. 

+-

Definition 7. An inverse family of algebras d is defined to be a triplet 
of the following objects: 

(i) A directed partially ordered set <I; ~); 
(ii) algebras Wi=<A!; F) for each i E I; 

(iii) homomorphisms fP/ of W! into Wtfor all i~j such that fPhk'=fPk! if 
i~j~ k and fP!! is the identity mapping for all i E I. 

Clearly, the base sets form an inverse family of sets. 
We can prove that W'" =<A "'; F) is a subalgebra of T1 (Wt\ i E I), if 

A'" -=f. 0. Indeed, if 

PO"",Pny-1EA'" and i ~j, 
then 

p(i )fP/ = fy(Po(i), ... , Pny -l(i ))fP/ 

= fy(Po(i)fP/, ... , Pny -l(i)fP/) 

= fy(Po(j), . o'. , Pny -l(j)) 

= p(j) 

and so pEA"'. 

Definition 8. If A '" -=f. 0, then W'" is called the inverse limit of the inverse 
family of algebras; in notation, W'" =l~ d. 

Let us define the mapping 

fPi"':p---*p(i) for pEA"'. 

Then fP!'" is a homomorphism ofW'" into Wj and we have that 

fPj"'fP/ = fPj'" if i ~ j. 

Lemma 4. If we extend the inverse family of algebras as in Lemma 1 by 
adding 00 to I, the algebra <A"'; F) to the family of algebras and the mappings 
{fPi'" liE I} u {fP~} (where fP~ is the identity mapping on A"') to the family 
of mappings, then the resultant family d'" is again an inverse family of 
algebras. 
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The assumption A 00 =F 0 is really necessary in Definition 8. Consider the 
following inverse family of sets. <f; ~ > is the partially ordered set of 
positive integers with their natural ordering, Al=f for each i E f, and 
xrp/=21- jx if iG.j. If p were in A 00, then 

p(l) = 2Ip(i+l) 

for every i which is clearly impossible. Thus, we get that: 
The inverse limit of nonvoid sets may be void. 
However, the following result shows that this cannot happen if all the 

sets are finite and nonvoid. 

Theorem 1. The inverse limit of finite nonvoid sets is always nonvoid. 

Remark. A special case of Theorem 1 is called Konig's Lemma. Theorem 
1 is usually derived from Tihonov's Theorem, that the product of compact 
spaces is also compact, see, for instance, S. Eilenberg and W. Steenrod, 
loco cit., p. 217. The proof, presented here, can be easily formulated so that 
it uses only the prime ideal theorem of Boolean algebras (Theorem 6.7). 

Proof. Let the inverse family d be given as in Definition 5 and let 
each Al be finite, nonvoid. For each finite J s f set 

BJ={plpETI(AdiEf) andfor i,jEJ,iG.j, p(i)rp/=p(j)}. 

Since <f; ~ > is directed, each B J is nonvoid. Also, 

therefore by the corollary to Theorem 6.7, there exists a prime dual ideal 
!Y) of all subsets of TI (Ad i E f), such that BJ E EC for all finite J sf. 

Let ECI denote the i-th projection of !Y), that is, for G E EC, form 
GI=Ge/={alaEAI and a=p(i) for some pEG} and !Y)i={GdGE!Y)}. 
!Y)l is a dual ideal of ~(Al); the claim that it is prime is equivalent to the 
statement that if B s: AI; B ('\ X =F 0 for all X E ECi, then B E ECI (Exercise 
0.84). So let us assume that B ('\ X =F 0 for all X E .@i and set B = B(e/) -1. 
For D E EC, B ('\ D =F 0 , since Be/ ('\ De/ = B ('\ Di =F 0 , so we can pick a 
p E D with p(i) E B and then p E B=B(e/}-1. Thus BE EC and Be/ = 
B E .@;, which was to be proved. 

Since .@l is a prime dual ideal of the finite Boolean algebra ~ (AI), there 
exists an ai E AI, such that X E .@I if and only if ai E X. 

Define p E TI (AI liE f) by p(i) =al . We claim that p E lim d. 
<-

We proved that for every i E f, and DE .@I' D(e/) -1 E.@. Thus if j ~ i, 
then {ad(e/)-1 and {aj }(e/)-1 E EC, and 

{al}(e/) -1 ('\ {aj}(e/) -1 ('\ B u.j ) E .@, 
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so there exists a q E BU,j} with q(i)=al and q(j)=aj' Thus a1fP/=aj, which 
completes the proof of p E lim d. 

+-

The following is an example of an inverse family of algebras. 
Let 58 j , j E J, be a family of algebras and define I to be the set of all 

nonvoid finite subsets of J. Then define: 

(i) The partially ordered set to be <I; s); 
(ii) 1ll1= n (58 j Ii E i); 

(iii) for io2il' fP1110 is the natural homomorphism of n (58 j Ij E io) onto 
n (58 j Ij E i 1). (See the definition preceding Theorem 19.4.) 

Lemma 5. The family defined above is an inverse family of algebras and 
the inverse limit is isomorphic to n (58 j I j E J). 

The analogue of Lemma 2 holds for inverse limits. 

Lemma 6. If in an inverse family of algebras all the fP/ are 1-1, then all 
the fPt''' are also 1-1. 

Proof. Let p, q E A'" and PfPi'" = qfPl"', that is, p(i) =q(i). Let j E I; we 
want to prove that p(j) =q(j). Indeed, if k is any upper bound of i and j, 
then p(k)fP/' = q(k)fP11c, so p(k) = q(k). Therefore p(j) = p(k)fPl = q(k)fPl = 
q(j), which was to be proved. 

Direct limits and especially inverse limits are very hard to visualize 
in general. A happy exception is when the carrier is well ordered. We will 
prove that in many cases we can restrict ourselves to this special case 
(Theorems 4 and 5). In preparation for these, we will show that certain 
"double" direct (inverse) limits can be represented as "simple" direct 
(inverse) limits (Theorems 2 and 3). 

As a first step, we prove the following lemma. 
Let d be a direct family (inverse family) of algebras as given in Defini· 

tion 3 (Definition 7) and let J s I such that <J; ;;;;) is also a directed par. 
tially ordered set. We will denote by d, the direct family (inverse family) 
of algebras whose carrier is <J; ;;;;) and whose algebras in d, are Illi' i E J, 
with the associated homomorphisms fPij (fP/) with i, j E J. 

Lemma 7. Let d be a direct family (inverse family) of algebras with 
carrier <I; ;;;;) and let J sI be such that <J; ;;;;) is a directed partially 
ordered set cofinal with <I; ;;;;) (i.e., for every i E I there exists a j E J such 
that i ;;;; j). Then lim d~ lim d, (lim d~ lim d,). 

~ -4- +- +-
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Proof. First we prove the isomorphism statement for direct limits. Set 
lim Jaf=(A",,; F), lim JafJ=(A",,'; F). An element of A"" is of the form 
-+ -+-

XI' where the index I indicates that we take its closure in the family Jaf. 
Consider the mapping 

where x E A j, j E J and the subscript J denotes closure in JafJ. The domain 
of tP is A"" since if XI E A"", x E AI> i E I, then there exists a j E J such that 

i~j; since X=Xrplj, we get xl=(~ljh and xrplj E Aj,j EJ. It is obvious that 
tP maps A"" onto A",,' and tP is a homomorphism. To show that tP is 1-1, 
assume that xJ=fh and xEAI,YEAj,i,jEJ. Then there exists a kEJ 
such that i~k, j~k and Xrplk=yrpjk. This implies that XI=O/' so tP is 1-1. 
This completes the proof of the isomorphism. 

Now let Jaf be an inverse family; set lim Jaf=(A ""; F) and lim JafJ= 
(Al""; F). Consider the mapping +- +-

tP:P-PJ, 

which maps A"" into Al "" (p is an element of I1 (All i E I) and PJ denotes 
the restriction of p to J). Then tP is a homomorphism. Now let q E Al "". If 
q=ptP and i E I, then for any j EJ with i~j we have p(i)=q(j)rp/, that is, 
q determines p and so tP is 1-1. To prove that tP is onto, for any given 
q E Al "", define apE I1 (All i E I) as follows: For a given i E I choose a 
j EJ with i ~j and define p(i) =q(j)rp/. Note that p is well defined because 
if i ~j' E J, then we can choose an upper bound n of j and j' in (J; ~). 
Then 

q(j)rp/ = q(n)rp/'rp/ = q(n)rpl" = q(n)rpr"rp{' = q(j')rp{', 

and thus p(i) does not depend on the choice ofj. 
'1'0 prove that pEA"", choose i ~ k, i, k E 1. Then there exists an l E J 

withk~lsince (J; ~) is cofinal with (I; ~). Let us compute: 

which was to be proved. 
Since PtP = q is trivial, we conclude that tP is an isomorphism, completing 

the proof of the lemma. 

Let Jaf be a direct family of algebras with carrier (I; ~) and assume 
that 1= U (Ij Ij E P), such that (Ij; ~) is a directed partially ordered 
set of (I; ~) and (P; ~) is also a directed partially ordered set and 
Ij<;;;,II ifj~i. 
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Let us introduce the following notations. Let lim d = (A",; F) and -lim d Ij =(A",'; F). Ifj;i:i, then define the mapping -
rp,j: XIj -+ XI" where x E Ak for some k E I,. 

The family consisting of (P; ;i:), the algebras (Acx,i; F), and the map­
pings rp,j will be denoted by diP. 

Theorem 2. diP is a direct family of algebras and we have the following 
isomorphism: 

limd~ lim diP. 
->- ->-

Proof. rpjj maps A",' into A",j ifj;i:i. It is obviously a homomorphism 
and all rpJj are identity mappings. Further, if j;i: i;i: k (j, i, k E P), then 

XIjrp,jrpjk = XI,rpik = XIk = XIjrp'k· 

Thus, rpjjrpjk = rpjk. This proves that diP is a direct family of algebras. 
Set lim dIP=<A",'; F). 

->-

Let x E A j , i E I and choose ape- P such that i E Ip; set y=XIp (E A",P) 
and define the mapping rp of A", into A",' by 

rp: XI -+ yp. 

We claim that rp is the required isomorphism. 
To prove that rp is well defined, let x E A j , Z E Ai' XI=ZI, i E I p , j E I q, 

Y=XI p' W=ZIq; we have to prove that yp=wp. Since XI=ZI, for some k E I 
we have i;i:k,j;i:k and XCPik=ZCPi/<; therefore XIr=ZI~ for any rEP with 
p;i:r, q;i:r, and kElT. Thus yrpPT=XIprpPT=XIr=ZIr=ZIqrpqT=Wrpqr> which 
means yp=wp, which was to be proved. 

rp is onto since if we take YP' where y E A",P, and Y=XI p ' x E A j , i E I p , 

then 
rp: XI -+ yp. 

We will now prove that rp is 1-1. Take x E Aj and v E Aj and let i E Ip 
and j E Iq and set 

and assume that (Yl)P=(Y2)P. Then there exists an rEP with p;i:r, q;i:r 
such that 

that is, 

This implies that i and j have an upper bound m in IT such that xCPlm = 
vCPjm. Consequently, XI =VI, which was to be proved. 
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Since if! obviously preserves the operations, if! is an isomorphism. This 
completes the proof of Theorem 2. 

Let d be an inverse family of algebras with carrier (I; ;£) and assume 
that 1 = U (Ip I pEP) such that (Ip; ;£) is a directed partially ordered 
set and IpSlq if P ;£q. 

We introduce the following notation: 

lim d = (A<Xl; F), 
+-

If p;£ q, we define the mapping 

where g E Aq <Xl and gIp is the restriction of g to Ip. Let Ufl denote the system 
just defined by diP. 

Theorem 3. diP is an inverse family and we have the following iso­
morphism: 

lim d ~ lim diP. 
+- +-

Proof. Itis obvious that diP is an inverse family. Set 

lim diP = (Al <Xl; F). 
+-

We set up the mapping 

if!:g~fg, 

g E A <Xl, where fg E f1 (Ap <Xl I pEP) is defined by 

fg(p) = gI p EAp<Xl. 

To prove that fgEA1<Xl, we have to show that fg(q)if!pq=fg(p) if p;£q, 
which is trivial since 

If we are given fg, then we can reconstruct g since if i E I, then i E I p for 
some PEP and g(i)=(fg(p))(i); thus, if! is 1-1. 

if! is onto because if hEAl <Xl, then define g by 

g(i) = (h(p))(i), 

g is well defined. For, assume that also i E Iq and let p, q;£ r. Then 

h(r)if!/ = (h(r)lr p = h(p). 
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Thus, 

(h(r))(i) = (h(p))(i) 

and, similarly, 

(h(r))(i) = (h(q))(i). 

Therefore, (h(p))(i)=(h(q))(i), which was to be proved. 
Now it is obvious that g E A co and that g.p=h. 
Since .p is obviously a homomorphism, it is an isomorphism; this 

completes the proof of Theorem 3. 

Let d be a direct family (inverse family) of algebras such that the 
carrier (I; ~ > is well ordered. Then we call d a well-ordered direct family 
(inverse family). 

A class of algebras K is called algebraic if it is closed under isomorphism, 
that is, if an algebra is isomorphic to an algebra in K, then it is contained 
inK. 

Theorem 4. Let K be an algebraic class. If K is closed under well-ordered 
direct limits, then K is closed under arbitrary direct limits. 

Proof. Take a direct family d with the carrier (I; ~>. If the theorem 
were not true, then we could choose d such that lim d 1= K and III = m 

-+ 

is the smallest possible. m < No is impossible, since then (I; ~ > is a finite 
directed partially ordered set, hence it has a largest element i; ({i}; ~ > is 
cofinal with (I; ~>, so by Lemma 7, lim d~ m, E K. 

-+ 

If m ~ No, then by Exercise 1.44, 1= U (I y ! y < a), where a is an ordinal, 
(Iy; ~ > is directed, Iy <;;;. 16 if y ~ 8 < a, and IIyl < III = m. Thus lim dry E K 

-+ 

(since m was minimal) and by Theorem 2, 

limd~ lim dIP, 
-+ -+ 

where P={y!y<a}. Thus by assumption, limdlPEK, and so 
-+ 

lim d E K, a contradiction. The proof is thus complete. 
-+ 

Theorem 5. Let K be an algebraic class. If K is closed under well-ordered 
inverse limits, then K is closed under arbitrary inverse limits. 

Proof. Same as that of Theorem 4, using Theorem 3 rather than 
Theorem 2. 

Now we want to investigate equality of polynomials on direct and 
inverse limits. 



138 OH. 3. OONSTRUOTIONS OF ALGEBRAS 

Let d be a direct family of algebras ~I' with carrier <1; ~), lim d = ~OO, .... 
P and If m-ary polynomial symbols, 1;1°, ... ,1;1'-1, 91°, ... ,91'-1 E A oo , 

XO E A lo ' .•. , x m- 1 E Aim _ l' yO E A fo ' ... , ym -1 E A fm _ 1. 

Lemma 8. P(1;IO, . .. , 1;1'- 1)=.q(9l,·· . ,91'-1) in ~oo if and only if there 
exi8t8 an upper bound i of io,···, im-l> jo,··· ,jm-1 such that we have 

P(XOlPlol> ... , xm -llPlm _ 11) = q( yOlPfol> ... , ym -llPfm _ 11). 

Or, equivalently, p(1;l,·· ., 1;T-1)¥q(9l,·· ·,91'-1) if and only if for any 
upper boundj ofio,···, im- 1,jo,··· ,jm-1 we have 

P(XolPlof'···' Xm- 11PIm_1f) ¥ q(yolPfof'···' ym- 1IPfm_1f)· 

Proof. If x=P(XOlPlol' ••• , Xm- 11PIm_11)=q(yolPfoj, ... , ym- 1IPfm_11)=Y' 
then XIPIOO =YIPIOO and so P(1;IO, .. . , 1;1'- 1)=q(91°,·· ·,91'-1). Conversely, if 
P(1;IO, .. . , 1;T-1)=q(91°,···, 91'-1), then for any upper bound k of 
io,···, im- 1,jo,·· ·,jm-l> 

x = P(XOlPlok' ... , Xm- 11P1m _ 1k) == q(yolPfok' ... , ym- 1lPfm _ 1k) = Y; 

thus there exists an i~k with XlPkl=YlPkl. 

Now let d be an inverse limit family of algebras, lim d =~oo, p and If 
"-

m-arypolynomial symbols,fo, ... ,fm- 1, gO, ... , gm-1 E A 00. 

Lemma 9. p(JO, ..• ,r-1) =q(gO, ... , gm-1) in ~oo if and only if 
p(fO(i), ... ,fm-1(i)) = q(gO(i), ... , gm-1(i)) in ~I for all i E 1. Or, equiva-
lently, p(fO,· . . ,fm- 1) ¥q(gO, ... , gm-1) in ~oo if and only if there exists an 
iEi such that for all j~i, p(fO(j),···,r- 1(j))¥q(g0(j), ... ,gm-1(j)) 
in~f· 

Proof. Trivial by Lemma 19.2. 

Lemmas 8 and 9 indicate that to I-I direct limits correspond the onto 
inverse limits of polynomial algebras and to onto inverse limits correspond 
the I-I direct limits of polynomial algebras. A similar situation can be 
found in the next result. We prove a statement on direct limits by using 
inverse limits. 

Theorem 6 (G. Gratzer [5]). Let ~ be a finite algebra. An algebra ~ has a 
homomorphiBm into ~ if and only if every finite relative subalgebra (£ of ~ 
has a homomorphism into ~. 
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Proof. The" only if" part is trivial. To prove the" if" part, for a finite 
relative subalgebra Q: of ~ let T(O) denote the set of all homomorphisms 
of Q: into m. By assumption, T(O) is not void. Let I denote the set of all 
finite nonvoid subsets of B; then <I; S;) is a directed partially ordered 
set. Let the inverse family m consist of all T(O), 0 E I, let <I; S;) be the 
carrier of sI, and for 0 1 S;02' let rpg~ be defined by 

Xrpg~ = XCl for X E T(02)· 

Then sI is an inverse family of finite nonvoid sets, so by Theorem 1, 
lim sI is nonvoid. Let X E lim sI. 

..... ..... 
For b E B, let bX be defined as follows: 

bX = b(Xrp{b))· 

Obviously, bX=b(Xrpc OO ) for every 0 containing b. Therefore, it is trivial 
to check that X is a homomorphism of ~ into m. This completes the proof 
of Theorem 5. 

The following result can be proved in exactly the same way as Theorem 6. 

Theorem 7 (G. Gratzer [5]). Let m be a finite algebra. The algebra ~ is 
isomorphic to a subdirect power of m if and only if for every u, v E B, ui'v 
there exists a finite subset Ouv of B such that (i) u, v E Ouv; (ii) for every finite 
subset 0 containing 0 uv there is a mapping rp from 0 onto A such that urp i' vrp 
and rp is a homomorphism of Q: onto m. 

§22. PRODUCTS ASSOCIATED WITH THE DIRECT PRODUCT 

We can construct new algebras from given ones by taking subalgebras 
or homomorphic images of the direct product of given algebras. 

Definition I (Weak direct product). Let ml=<Ai ; F), i E I, be algebras 
and form the direct product n (mi liE I). Let Bs; n (Ai liE I). 

We call ~ = < B; F) a weak direct product of the algebras mi provided: 

(i) ~ is a subalgebra of n (mi liE J); 
(ii) f, g E B imply that {ilf(i)i'g(i)} is a finite subset of I; 

(iii) if fEB, g E n (Ai liE I) and {i If(i) i'g(i)} is finite, then g E B. 

Note that the weak direct product does not necessarily exist (see 
Exercises 45,46). 

A common generalization of direct product and weak direct product, 
due to J. Hashimoto [1], is the following. 
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Definition 2. Let 911=(A I ;F),iEf, be given algebras and let L be an 
ideal of the Boolean algebra 

~(f) = (P(f); u, 1'1,', 0, f). 

Let B<;; TI (AI liE f). }8 = (B; F) is called an L-restricted direct product 
of the 911, i E f, if 

(i) }8 is a subalgebra of TI (911 1 i E f); 
(ii) f, g E B imply that 

{i I f(i) # g(i)} E L; 

(iii) fE B and g E TI (All i E f) and {i If(i)#g(i)} E L imply that g E B. 

A weak direct product is an L-restricted direct product with L equal to 
the ideal of all finite subsets of f. If L = P(f), then the L-restricted direct 
product is isomorphic to TI(91;jiEf). Finally, if L={0}, then an L­
restricted direct product is a one-element algebra (if the product exists). 

Let }8 be an L-restricted direct product of 911, i E f. If one of the 911 is 
a one-element algebra, then it can be omitted from the direct product, so 
from now on we assume that lAd # 1 for all i E f. If i E f and {i} rj: L, then 
f(i) =g(i) for every f, g E B. Hence, we can also assume that L contains 
all finite subsets of f. Let 0 1 be the congruence relation of}8 under which 
f-=g( 0 1) if and only if f(i) =g(i). For any ideal J <;; L, we define a congru­
ence relation of}8 by f-=g(0 J ) if and only if {ilf(i)#g(i)} EJ. If we 
introduce the notation D(j, g)={ilf(i)#g(i)}, thenf-=g(0J ) if and only 
if D(j, g) EJ. Obviously, 0 1= 0 p " where PI={M 1M ELand i rj: M}. 

Lemma 1. The complete sublattice (L; ~) of <£(}8) generated by the 0 1 

consists of the 0 J with J<;;L. Further, the correspondence J -+ 0 J is an 
isomorphism between k1'(~) and (L; ~), where ~=(L; <;;). 

Proof. If MEL, then 0(M] = n (01 1 i rj: M). Further, 

0 J = V (0(Md M EJ). 

Thus, if we prove that the 0 J form a complete sublattice and J -+ 0 J is 
an isomorphism, then we are through. 

The following statement is trivial. 

Next, we prove the following: 

(ii) V (0J,\ 1,\ E A)= 0V(Ji\!ileA)' 
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By (i), ~ is trivial. Set J = V (J~ I A E A). Let us assume then that 
f=(I(0 J). Then D(f, g) EJ; hence, we can find A1o· .. , An E A and Zt EJ~I 

such that D(f, (I)=Zl U··· U Zn and Zt (\ Zj= 0 ifi#j. 
For k=O, 1, ... , n, define hk E f1 (At! i E J) by ho=f, hn=g and 

hk(i)=hk_1(i) if i ¢ Zk and hk(i)=g(i) if i E Zk. Then D(hk- 1, hk)£Zk. 
Thus, hk-l=hk(0Jh); therefore, f=g( V (0 Jh I A E A)), which was to be 

proved. 

(iii) /\ (0hIAEA)=0i\(Jhl~eA). 

Indeed, f=g( /\ (0 Jh I A E A)) if and only if D(f, g) EJ~ for all A E A, 
which is equivalent to D(f, g) E /\ (J~ I A E A), which, in turn, is equivalent 
to f=g( 0i\(Jh I ~eA»)· 

(iv) If J~ cJ., then 0 Jh < 0 J •. 

Let M EJ., M ¢J~, and fE B. Define g E f1 (Ad i E J) by g(i)=f(i) if 
i ¢ M and g(i) # f(i) if i E M (this can be done since lAd> 1). Then 
D(f, g)=M E L. Thus, g E B. By construction, f=g( 0 J.) andf;j;g(0JJ. 

Statements (i)-(iv) complete the proof of Lemma 1. 

Definition 3. Let ~ be a set of congruence relations of 12{. ~ is called 
completely permutable if whenever we are given (0,\ I A E A), 0~ E~, and set 

rp~ = /\ (0. I v # A, v E A), 

and we are given (x~ I A E A), x,\ E A with x~ =x.(rp~ V rp.) for all A, v E A, then 
we get that there exists an x E A such that x = x,\ ( 0~) for all A E A. 

Corollary. Jf~ is completely permutable, then any two congruence relations 
of ~ are permutable. 

Proof. Indeed, let A={A, v}. Then rp~= 0. and rp.= 0~. By complete 
permutability, x,\=x.(0~ V 0.) implies that for some x, x~=x(0~) and 
x.=x(0.); thus, x,\=x.(0~0.). This means that 0~0.=0~v0v> i.e., 
0~ and 0. are permutable. 

For further results on the relationship between permutability and 
complete permutability, see the Exercises. 

Let ~ be as in Lemma l. Then, by Lemma 1, <~; ::::;) is an algebraic 
lattice since it is isomorphic to ~(,\!). Therefore, the compact elements of 
<~; ~) are the ones- of the form 01> where J is a principal ideal, 
J = (M], MEL. Let K(~) denote the compact elements of <~; ::::;). 

Lemma 2. K(~) is completely permutable. 
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Proof. Let 0 A E~, A E A and 0 A = 0", where J A = (MA]. Let fA E B for 

AE A andfA=fv(f{!A Vf{!v). Note thatf=g(0A) if and only if D(f,g)S":MA; 
hence, 

Or, equivalently (' is complementation in ~(1)), 

D(fA,fv), 2 U (M,/ I fJ- "# A) n U (M,/ I fJ- "# v) 2 M/ n MA'· 

Summarizing: 

then fA(i) = fv(i). 

Now we define fEn (Ad i E 1) as follows: f(i) is arbitrary if 

iEn(MAIAEA); 

f(i) = fA(i) if i E MA' for some A EA. 
What we have proved above shows that no contradiction is obtained if 

i is an element of MA' and of M/ at the same time, since thenfA(i)=fv(i). 
By definition, 

which proves that fEB and that f=fv( 0 v), completing the proof of 
Lemma 2. 

Now we state the main result. 

Theorem I (J. Hashimoto [1]). Let III be an algebra with more than one 
element, let 1 be a nonvoid set, and let L be an ideal of ~(1), containing all 
finite subsets of 1. Then III is isomorphic to an L-restricted direct product of 
algebras with more than one element if and only if C£(Ill) has a complete sub­
lattice <~; ~) such that the following hold: 

(i) w,' E~; 
(ii) <K(~); ~)';;;. <L; S":); 

(iii) K(~) is completely permutable. 

Proof. To prove the necessity of conditions (i)-(iii), observe that 
w = 0{0) and, = 0 L ; thus, w, , E~. The isomorphism in (ii) is set up by 

0(Ml-7- M 
by Lemma l. 

(iii) was proved in Lemma 2. 
To prove the sufficiency, let us assume that C£(Ill) has a complete sub­

lattice <~; ~) satisfying (i), (ii), and (iii). Condition (ii) implies that 
<1(53); S":) is isomorphic to <~; ~). Let this isomorphism be J -7- 0,. For 
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i E f, consider the ideal PI = {M 1M E L, i ¢; M}. Then PI #- L since {i} ¢; Pi' 
Set 0 1= 0 p , Since PI#-L, 0 1#-1; thus ml=m/01 has more than one 
element. For xEA, define fxETl(A;\iEf) by fx(i)=[xJ01 and set 
A*={fxl xEA}. 

(a) x ---* fx is an isomorphism between m and the subalgebra m* of 
Tl (ml liE f). 

Indeed, the mapping is obviously an onto homomorphism and it is 1-1 
since 1\ (0;\ i E f) = /\ (0pt liE f)= 0A(Ptl iel)= 0{0}=W. 

(b) X==y(0(Ml) if and only if D(fx,fy)r;;;M. 

Since (MJ= 1\ (PI I i ¢; M), if X==y(0(Ml)' then x==y(0p .) for all i ¢; M, 
that is, x == y( 0 1) for all i ¢; M, which in turn implies that D(fx,fy) r;;; M, 
and conversely. 

(c) Iff, Y E A*, then D(f, y) E L. 

Letf=fx and y=fy. Then X==Y(I), i.e., x==y(0L). Since 

L= V ((MJIMEL), 

we get that x==y(0Y«M1IM€L»), that is, 

x == y( V (0(M1IMEL)). 

Thus, there exist a sequence X=Xo, Xl'" " Xn=Y and M o,"', M n- 1 E L 
such that xl ==xl + 1 (0(Md)' Set M =Mo u··· u M n- 1 • Then X==y(0(Ml)' 
Thus, by (b), D(fx,fy)r;;;M E L, which was to be proved. 

(d) IffE A*, Y E Tl (All i E I) and D(f, g) E L, then g E A*. 

If 0 is a congruence relation of m, let 0* denote the corresponding 
congruence relation of m*, i.e., fx==fy( 0*) if and only if x==y( 0). Set 

~* = {0* I 0 E ~}. 

Then K(~*) is again completely permutable. 
For i E f, denote 0({1}] by fill' Then, by (b), fx==fy(fIll*) if and only if 

D(fx,fy)r;;;{i}. By the corollary to Definition 3, 0 1 and fill are permutable 
and it is obvious that 0 i V fIli = L. 

Since /\ (01 liE f) = w, m* is a subdirect product of the ml; thus, we can 
find gIEA* with gi(i)=g(i). Then gi==f(i); thus, YI==f(01*VfIll*)' By the 
permutability of 0 1* and fIli* there exists an element hi E A* such that 
YI==hl(01*) and hi==f(fIll*)' 

Set ljJl = 0(D(f,g)-(!}]' Then fill = 1\ (ljJj Ij #-i) if i E D(f, g). We will apply 
the complete permutability to the congruence relations {ljJi* liE I} and the 
elements {hi liE I}. In order to do that, we must prove that 

hi == hj(fIll* V fIl/) for i,j E D(f, g). 
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Indeed, f=.h,(cp,*) and f=.h;(cp/). Thus, hi =. hj(cp,* V cp/). By complete 
permutability, there exists an element g E A* such that g=.hMJ,*) for 
all i E I. 

Since g=.hMJ,*), D(g, hi) ~ D(j, g) -{i}. Hence, g(i) =h,(i) if i E D(j, g). 
However, h,=.g,(E\*); thus, h,(i)=g,(i)=g(i). This proves that g(i)=g(i) 
for i E D(j, g). 

If i¢D(j,g), then g(i)=hAi) for all jED(j,g). Since f=.hj(cp/), 
D(j, hj)~D(j, g); thus, f(i)=g(i)=hj(i) for any i E I. Therefore, g(i)= 
g(i) for i ¢ D(j, g). 

Thus, we have proved that g=g E A*, which completes the proof of (d). 
(c) and (d) prove the sufficiency of the conditions of Theorem l. 

A construction which in a sense is the dual of an L-restricted direct 
product is the following. 

Let L be given as in Definition 2. We define a relation on TI (All i E I) 
as follows: 

f =. g(ElL) if and only if {i If(i) "# g(i)} E L. 

Lemma 3. ElL is a congruence relation of TI (mil i E I). 

Proof. ElL is reflexive since 0 E L; ElL is symmetric since the definition 
is symmetric; ElL is transitive since 

{i If(i) "# h(i)} ~ {i If(i) "# g(i)} u {i I g(i) "# h(i)}. 

ElL has the substitution property because if gk=.hk(ElL), then 

{i Ify(ho,"" hny_1)(i) "# fy(go,"" gny-l)(i)} ~ 
U ({i I hk(i) "# gk(i)} I k < ny) E L. 

Definition 4. The quotient algebra ofTI (mil i E I) modulo ElL is called the 
L-reduced direct product (also called reduced product) of the algebras 911, 

i E I, and is denoted by 

If m=ml for all i E I, we will use the notation m/, and we will call mLI a 
reduced direct power. 

It is hard to trace the origin of reduced direct products. Special cases 
have been known for a long time. For some historical notes, see T. Frayne, 
A. C. Morel, and D. S. Scott [1]. 

In the special case L={0}, TIL (mil i E I)~ TI (mil i E I), while if 
L= P(I), then TIL (mil i E I) = l(t>, the one element algebra. 
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Suppose 0, is a congruence relation of mi. We define a relation which 
will be denoted by TIL (0,1 i E I) on TIL (A,I i E I) as follows: 

f= g(TId 0 diE1)) ifandonlyif {ilf(i);jE g(i)(01)}EL. 

Lemma 4.. TIL (0,1 i E I) is a congruence relation of TIL (mil i E I). 

Proof. Same as that of Lemma 3. 

Definition 5 (J. Lo8 [2]). A prime product (al80 caJ,led ultra product) is 
an L-reduced product where L is a prime ideal,. 

The significance of prime products will be made clear in Chapter 6. 
These notions do not yield a new construction if L is a principal ideal. 

Lemma 5. Let L={X I Xs;A}, where As;I. Then 

TIdmdi EI) ~ TI (md i EI -A). 

Proof. Let f E TI (AI liE I) and consider the mapping 

¢: [f]0L - fI-A· 

It is trivial that ¢ is the required isomorphism. 

Corollary. A prime product of algebraB with respect to a principal prime 
ideal, is always isomorphic to one of the given algebraB. 

Proof. Trivial since a principal prime ideal is always of the form 

P = {Xla¢X}, 

where a E I; in this case, A=I -{a}. 

Let L be an ideal of ~(I). Then !'}={X I I -X E L} is a dual ideal of 
~(I). Furthermore, 

D(j, g) E L if and only if {i If(i) = g(i)} E!'}. 

Thus f=g(0L) if and only if {i If(i) =g(i)} E!'}. Therefore, if f=g(0!!p) is 
defined by {i If(i)=g(i)} E!'}, then 0 L = 0!!p. 

Definition 6. Let!'} be a dual ideal, of~(I). Then 

TI!!P (md i E I) = TI (md i E I)/0!!p 

is caJ,led a !'}-reduced product of the ml , i E I. Again m!!pI will denote reduced 
direct powers. 

Corollary. Definitions 4 and 6 give exactly the same algebraB. 
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If fi) is prime, then a fi)-reduced product is again called a prime product; 
in that special case, L=P(I)-fi). 

It is sometimes more convenient to use dual ideals rather than ideals. 
A general associative law for reduced products is given in the following 

lemma (see T. Frayne, A. C. Morel, and D. S. Scott [1]). 

Lemma 6. Let 7T be a partition of I,' for B E 7T let fi) B be a dual ideal of 
$(B) and let fi)' be a dual ideal of$(7T). Set 

~ = {XIX S;;; I and {BI BE7Tand X n BE~B}Efi)'}. 

Then fi) is a dual ideal of $(1) and 

TIP} (~t\ i E I) ~ TIP}· (TIP}s (~t\ i E B) I BE 7T). 

Proof. An isomorphism ifJ is given by 

ifJ: [f]0p} -7 [g]0p}', 

where f E TI (At\ i E I), g E TI ( TIP}s (At\ i E B) I BE 7T) and g is defined 
by 

The proof is left as an exercise. 

* * * 
The third, and final, construction is a generalization of direct powers 

due to A. L. Foster [2]. 
Let ~ be an algebra, I a set, and ~=W. Any a E B is a function from 

I into A; thus it induces a partition 7T a of I: x, y E X E 7T a is equivalent to 
a(x)=a(y) EA. Thus we can associate with every a E a(I)s;;;A a subset Ia 
as follows: i E Ia if and only if a(i)=a. Set Ia= 0 if a 1: a(I). Then 
a*: a -7 fa is a mapping of A onto 7T*, where 7T is a partition of I and 
7T*=7T U {0}; a* has the properties that (i) if a:f,:b, then aa* n ba*= 0; 
(ii) U (aa* I a E A) =1. We can, of course, consider a* as a mapping of A 
into P(I). Conversely, if a is a mapping of A into P(I) with properties (i) 
and (ii), then we can define a mapping a of I into A by a: i -7 a if {i}s;;;aa. 
(i) shows that a is well defined, and (ii) guarantees that the domain of 
a is f. 

Let ao, .. " any -1 E AI and a= fy(ao, ... , any -1)' How can we find a* in 

terms of ao*, ... , a:y -I? Since a(i) = fy(ao(i), .. " any -1(i )), a(i) =a if and 

only if there exist ao=ao(i),"', any - 1 =any -l(i), ao,"', any - 1 E A with 

a=fy(ao,"" any-I)' In other words, 

i E aa* if and only if there exist ao,"', any -1 E A with 
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In formula: 

a(fy(ao,"" any -l))* 

= U (aoao* n··· n any - 1a!y-ll fy(ao,"" any-I) = a), (1) 

and we set fy(ao*, .. " a!y -1) =fy(ao, .. " any -1)*' Note that if there are no 

such ao,"', any-I' then we get the void union, which is 0. 
Thus we have proved the following result. 

Lemma 7. Let sa be an algebra and 1 a set. Define the set A[~(l)] as the 
set of all mappings a of A into P(I) satisfying 

(i) if a:fb, then aa n ba= 0; 

(ii) U(aalaEA)=I. 

Define the operations fy on A[~(I)] by (1), and let m[~(I)] denote the resulting 
algebra. Then m[~(I)] is isomorphic to mI; an isomorphism is given by 
a ----J> ii, where a E A[~(I)] and ii : 1 ----J> A is defined by a(i) =a if and only if 
i E aa. The inverse of a ----J> ex is fl ----J> fl* where fl E AI, fl* E A[~(I)] and fl* is 
defined by i E afl* if and only if fl( i) = a. 

Lemma 7 gives the motivation for the following definition. 

Definition 7 (A. L. Foster [2]). Let m be an algebra and lB a Boolean 
algebra; we assume that if m is infinite, then lB is complete. We define the set 
A[lB] to be the set of all mappings a of A into B satisfying the following two 
conditions,' 

(i) if a:fb, a, bE A, then aa /\ ba=O; 
(ii) V (aalaEA)=l. 

We define the n-ary operation f on A[lB] by f(ao,"', an-l)=fl, where fl is 
given by 

(iii) afl= V (aoao/\ ... /\an-lan-llf(ao,···,an-l)=a). 

The resulting algebra m[lB] is called the extension of m by lB, or a Boolean 
extension of m. 

Corollary. IflB;;;:, ~(I), then m[lB] is isomorphic to mI. 

It should be noted that every finite Boolean algebra is isomorphic to 
some ~(I), hence this construction gives something new only for infinite 
Boolean algebras. Also, every Boolean algebra is a subalgebra of some 
~(I); thus m[lB] is always a subalgebra of a direct power. 
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Some important properties of this construction are given in Theorem 2. 

Theorem 2. (i) if f is any n-ary function on A, then Definition 7 (iii) 
defines an n-ary function jon A[?S]; 

(ii) if a function f on A is a composition of functions f = g( ho, ... , hm -1), 
then j=§(ho,···, hm- l ); 

(iii) for aEA, define ~aEA[?s] by a~a=1, b~a=O if b¥-a; set A= 
ga I a E A}. Then 2i is a subalgebra ofm[?S] and cP: a - ~a is an isomorphism 
between m and 2i; furthermore, for any n-ary function f on A, if 
f(ao,"', an-l)=a, then j(aocp,"" an-1CP)=acp; 

(iv) ifp is an n-ary polynomial symbol, p=(p)&, then p=(p)&[)8]; 
(v) if f is an n-ary algebraic function on m which we get from the poly­

nomial (p)& by substituting some XI by ai' then j is an algebraic function which 
we get from the polynomial (p)&[i8] by substituting the same XI by ~a,; 

(vi) if f and g are n-ary functions on A, then f = g if and only if j = §. 

Remark. Theorem 2 (i) makes Definition 7 legitimate, since it proves 
that for the f3 defined by Definition 7 (iii), we have f3 E A[?s]. 

Proof. The proofs of (i)-(vi) are simple computations. To simplify the 
notations, we will sometimes assume that the functions considered are 
binary. 

(i) Let f be +, aO+al =f3; to show f3 E A[?s] we have to verify Defini­
tion 7 (i) and (ii). If a¥- b, then' 

af3 /\ bf3 = V (aoao /\ alall aO+al = a) /\ V (boao /\ blall bo+bl = b) 

= V (aoao /\ alal /\ boao /\ blall aO+al = a and bo+bl = b) 

= 0, 

since either ao ¥- bo and so aoao /\ boao = 0 or a l ¥- bl and then a l al /\ bl al = O. 
Now we compute: 

V (af3l aEA )= V (aoao/\alallao+al=aandaEA) 

= V (aoao /\ alall ao, a l E A) 

= V (aoaolaoEA)/\ V (alallalEA) 

= 1/\1=1. 

(ii) Letf(xo, xl)=ho(xo, xl)+hl(xo, Xl) and ao, al E A[?s]. Then if a E A, 

aj(ao, all = V (aoao /\ alallf(ao, al) = a) 

= V (aoao /\ alall ho(ao, al)+hl(ao, all = a). (2) 
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On the other hand, 

a(Jio(ao, al)f.Jil(ao, al)) 
= V (aoJio(ao, al) " alJil(aO' al) I aO+al = a) 

= V (V (boao " blall ho(bo, bl) = ao) " 
V (coao " Clall hl(cO' Cl ) = all aO+al = a) 

= V (boao " blal " coao " Clall ho(bo, bl ) = ao, hl(co, Cl) = a l 
and ao+al = a) 

= (ifbo:;6co,thenboao "coao = O;ifbl:;6cl,thenblal "clal = 0, 
so we can assume that bo = Co and bl = cl ) 

(3) 

(2) and (3) prove (ii). 
(iii) and (vi). 'a E A[5.8] is trivial. It is easy to see that for any n-ary 

functionf on A, we have 

'l(ao.··· .aft -1) = i('ao' .. " 'aft -1)' 

proving (iii). This also proves (vi), since if f:;6g, then, for example, 
f(ao,"" an-l):;6g(aO"'" an-l) and so 

i('ao"'" 'aft -1) :;6 g('ao"'" 'an-1)' 

(iv) Let ao, .. " an-l E A[5.8], a E A. Then 

aet(ao, .. " an-l) = V (aoao " ... " an'-lan-ll e,n(ao,"" an-l) = a) 
= (e,n(ao, .. " an- l ) = a if and only if a, = a) 

= V (aoao " ... " an-lan-ll a, = a) 

= V (aoao I ao E A) " ... " V (a'-la,-t! a'_l E A) 
" aa, " ... " V (an-lan-ll an- 1 E A) 

= 1 " . . . " 1 " aa, " . . . " 1 = aa" 

so e,n= (x,)!1![!8]. Now (iv) follows from (ii). 
(v) Trivial from (i)-(iv). 
This completes the proof of Theorem 2. 

Corollary 2. If we identify ~ with 91, then ~[5.8] is an extension of ~ with 
the property that if f and g are algebraic functions on ~, then f = g on ~ if and 
only if i=g on ~[5.8]. 

We want now to relate the construction ~[5.8] to constructions we already 
know. Since we can do it only for finite algebras, from now on we assume 
that ~ is a finite algebra, IA I> 1 (the case IA 1= 1 is trivial). 
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We introduce an operation (transformation) in the direct power ~,(1. 

Definition 8. Let a, f3, y, 8 E AI; T(a, f3, y, 8)=e is defined asfollow8 

. {Y(i) if a(i) = f3(i) 
e(~) = 8(i) if a(i) # f3(i). 

Definition 9. A 8ubalgebra (t of IllI is called a normal subdirect power if 
the following conditions are 8ati8fied: 

(i) (t contains the diagonal; 
(ii) if a, f3, y, 8 EO, then T(a, f3, y, 8) EO. 

Remark. It is obvious from (i) that a normal subdirect power is indeed a 
subdirect power. 

Now we prove that the extension of a finite algebra by a Boolean 
algebra is always isomorphic to a normal subdirect power. 

Theorem 3. Let III = (A; F) be a finite algebra, 58 a Boolean algebra, and 
58' an atomic Boolean algebra which contains 58 as a 8ubalgebra. Let I denote 
the 8et of atoms of 58'. For a E A[58] define ii : I - A by Ii( i) = a if and only 
if i~aa. Set A(1)={ii I a E A[58]}~AI. Then 1ll(1)=(A(1); F) i8 a normal 
8ubdirect power of III and a _ iX is an i80morphi8m between 1ll[58] and 1ll(1). 

Proof. 58 is isomorphic to a subalgebra of $(1) and therefore (since III is 
finite) 1ll[58] is isomorphic to a subalgebra of 1ll[$(1)]; rp: a _ iX is by 
Lemma 7 an isomorphism between 1ll[$(1)] and IllI; thus rp also sets up an 
isomorphism between 1ll[58] and 1ll(1). Thus it remains to prove that (i) 
and (ii) of Definition 9 hold for 1ll(1). 

For a E A, let Sa E AI be defined by sa(i)=a for all i E I. Sa is an element 
of the diagonal. 

(i) is obvious since 'arp=sa "a was defined in Theorem 2 (iii).) 
To prove (ii) let ii, /1, y, g E A(1). Set x= V (aa A af31 a E A) and define 

S :A_Bby 

as = (ay A x) V (a8 A x') for a E A. 

S E A[58], since if a, b E A, a#b, then 

as A bs = [(ay A x) V (a8 A x')] A [(by A x) V (b8 A x')] = 0, 

since ayAby=a8Ab8=xAx'=0. Also, 

V (as I a E A) = V (ay A x I a E A) V V (a8 A x' I a E A) 
=xVx'=l. 
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We claim that T(a, p, y, 8)=e. Let i E J; if a(i)=p(i), then i~aa and 
i~af3 for some a E A and so i~x. Thus i~aE if and only if i~ay, and so 
i(i) =y(i). Similarly, if a(i) #P(i), then e(i) = 8(i). This completes the proof 
of Theorem 3. 

The converse of Theorem 3 also holds. 

Theorem 4. Let m(J) be a normalsubdirect power of m. Then ~(J) has a 
subalgebra lB such that m(J) is isomorphic to m[lB]. 

Proof. We set 

B = {X I X £ J and there exist a E A, a E A(J) with X = {i I a(i) = an. 
Then I ={i I Ea(i)=a} for any a E A, so IE B. If X ={i I a(i) =a} E Band 
b#a, set f3=T(a,Ea,Ea,Eb). Then I-X={ilf3(i)=b}EB. Also if 
Y ={i I y(i)=c} (y E A(I), c EA), then first we define 8=T(y, Ee , Ea, Eb) and 
observe that Y ={i 18(i)=a}. Now put x= T(a, Ea, a, 8). Then Xu Y = 
{ilx(i)=a}. ThuslB is a subalgebra of~(J). 

For every a E A(J), we define a mapping a* of A into B: 

aa* = {i I a(i) = a}. 

We claim that a* E A[SB]. Indeed, if a#b, then 

aa*nba* = {ila(i) = a, and a(i) = b} = 0. 

Also, 

U (aa* I a E A) = I, 

since i E a(i)a*, for all i E I. 
Then If': a ---i>- a* maps A(I) into A[lB]. We claim that If'is an isomorphism. 

If' is a 1-1 homomorphism by Lemma 7. 
It remains to prove that If' is onto. Let X E A[lB], A = {ao, ... , an-I}, 

afX = Xf. Then Xf={j I af(j)=af} for some af E A, at E A(I). Set 
ao = T(aO, EaO , Eao , Ea) and for 0 < k< n, ak = T(ak, Eak, Eak , Eao ). 

Now we define 13k' for k < n, by recursion. 13o = ao and 

13k = T(ak, Eak , Eak , 13k-I) for 0 < k < n. 

It is simple to check by induction on k that if i ~ k, and j E Xf then 
f3k(j) = af· Thus f3~ -1 = X and so If' is onto. This completes the proof of 
Theorem 4. 

In the special case of f-algebras, Theorems 3 and 4 were proved by 
A. L. Foster [2]. For the general case, see M. I. Gould and G. Gratzer [1]. 
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§23. OPERATORS ON CLASSES OF ALGEBRAS 

X is an operator if for every class K of algebras, X(K) is also a class of 
algebras. If X and Yare operators, so is XY defined by 

XY(K) = X(Y(K». 

X2 will stand for XX. 
The most frequently used operators are I, S, H, P, P*, Ps, Ps*, L, L, 

defined as follows: 

I(K): isomorphic copies of algebras of K; 
S(K): subalgebras of algebras of K; 
H(K): homomorphic images of algebras of K; 
P(K): direct products of nonvoid families of algebras of K; 
P*(K): direct products of algebras of K; 
P s(K): subdirect products of nonvoid families of algebras of K; 
Ps*(K): subdirect products of algebras of K; 
L(K): direct limits of algebras of K; -. 
L(K): inverse limits of algebras of K. 
+-

Thus K is an algebraic class if I(K) = K. 

-+ +-

Lemma 1. If X is any of the operators introduced above, then XI = IX. If 
X=I, H, S, P, P*, Ps, Ps*, then X2=X. 

Proof. All these statements are trivial. 

Theorem 1. Let K be a class of algebras. Then: 

(i) SH(K)£HS(K); 
(ii) PH(K)£HP(K); 

(iii) PS(K) £ SP(K); 
(iv) PsH(K) £ HPs(K). 

Proof. All these inclusions were proved before. 

Call K an equational class (also called variety, and primitive class) if 
K is nonvoid and H(K)£K, S(K)£K, P(K)£K. 

The motivation for calling such a class an equational class will be given 
in the next chapter. 

Theorem 2. Let K be a class of algebras. Then HSP(K) is an equational 
class containing K and it is the smalle.st equational class containing K. 
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Proof. It is obvious that if K£.K1 and K1 is an equational class, then 
HSP(K) £. K l' To prove that HSP(K) is equational we make the following 
computations, using Lemma 1 and Theorem 1: 

HHSP(K) = HSP(K); 
SHSP(K) £. HSSP(K) = HSP(K); 
PHSP(K) £. HPSP(K) £. HSPP(K) = HSP(K), 

completing the proof of Theorem 2. 

Equational classes of groups have been thoroughly investigated. (See 
H. Neumann's book, Varieties of Groups, Ergebnisse der Mathematik, 
Springer-Verlag, Berlin-West, 1967.) 

Theorem 3 (S. R. Kogalovskir, [10]). Let K be a class of algebras. Then 
HPs(K) is the smallest equational class containing K. 

Proof. It is enough to prove that 

S(K) £. HP s(K) 

and then the statement follows as in the proof of Theorem 2. 
Let m: E S(K), that is, m: is a subalgebra of some 58 E K. Take a set I with 

III = No and define a subset C of BI by the rule: 
For f E BI, fEe if and only if for some bE A, {i If(i) 'fb} is finite. 
Then@: E Ps(58). Now we define a congruence relation 0 of@:: 

f == g(0) if and only if {i If(i) 'f g(i)} is finite. 

Then for every fEe there is exactly one bE A such that f==fb( 0), where 
fb(i) =b for all i E I and fb¢fc(0) if b, c E A, b'fc. Thus m: E H(@:) and so 

m: E HPs(K), 

which was to be proved. 

See also B. M. Schein [2]. 

EXERCISES 

1. Let ~I be algebras, i E I and 1= U (I, I j E J), I, (") I}' = 0 if j=f.j'. Then 

TI (m:d i EI) ~ TI (TI (m:d i Elf) I j EJ). 

2. Prove the following generalization of Theorems 19.2 and 19.3. 
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The direct decompositions of %t into n algebras are determined by n 
congruence relations 0 0"", 0 n - 1 with the following properties: 

(i) 0 0 /\···/\0n - 1 =w; 
(ii) (00 /\ ···/\01 _ 1 )v01="i=I,···,n-l; 

(iii) 0 0 /\ ••• /\ 0 1- 1 and 0 1 are permutable, i = 1, ... , n - 1. 

3. Prove that (iii) in Ex. 2 cannot be replaced by 

(iii') 0 1 and 0 j are permutable, O~i, j~n-1. 

4. Prove that the sublattice of the congruence lattice generated by the 0 1 

of Ex. 2 is isomorphic to the Boolean lattice of 2n elements. Prove that 
any two congruence relations in this sublattice are permutable. 

5. Let 0 be a nullary operation and assume that in %t, jy(O, .. " 0) = 0 for 
every y < o( r). Prove that 58 is isomorphic to a sub algebra of %t x 58. 

6. Let K be an equational class of algebras, having 0 and + as operations, 
such that 0 + a = a + 0 = a in every algebra of K. Prove that if Q: = %t x 58, 
then Q: has two subalgebras %t' and 58' such that (i) a ---+ <a, 0) is an 
isomorphism between %t and %t'; (ii) b ---+ <0, b) is an isomorphism 
between 58 and 58'; (iii) A' II B' = {O}; (iv) every c E C has a unique 
representation c=a+b, a E A', b E B'. 

7. Is the converse of Ex. 6 true? 
8. Let Q: be a subalgebra of n (%tIl i E I), 0 a congruence relation on Q:, and 

58 a finite relative subalgebra of Q:j 0. Is it true that there exists a finite 
l' S I such that Q:CPI' has a quotient algebra Q:CPI-/0, containing 58 as a 
relative subalgebra? (Theorem 19.4 is the special case 0 = w.) 

9. Show that l.l3(m)(%to X %ttl;;;: l.l3(m)(%to) X l.l3(m)(~l) may not hold. 
10. Let 58 be a homomorphic image of~. Then l.l3(m)(58) is a homomorphic 

image of l.l3(m)(~). 

11. Let ~ be isomorphic to a subdirect product of the 58 j , i E I and let 581 be 
isomorphic to a subdirect product of the Q:j' j E ft. Then ~ is isomorphic 
to a subdirect product of the Q:j' j E U (III i E I). 

12. ~ is isomorphic to a subdirect product of the 58 j , i E I if and only if for 
a, b E A, a i=- b, there exists an i E I and a homomorphism cPj of ~ onto 581 

with acpj i=- bcpj, and every i is chosen for some a, b. 
13. Is it true that an algebra ~ is subdirectly irreducible if and only if 

IA I = 1 or Q:(~) has exactly one atom? 
14. Let l'Y be a semilattice with 0 (as in §6), I an ideal of l'Y and a E F, a rt I. 

Then there exists an ideal J such that a rt J, J~I and J is maximal with 
respect to these two properties. 

15. Let 8(1, a) denote the set of all ideals J defined in Ex. 14. Prove that 
J E 8(1, a) for some I and a if and only if one of the following two 
conditions hold: 

(i) J is completely meet irredu,cible, that is, if J = n (J j liE K) and 
J j E I(l'Y), then J =J j for some i E K; 

(ii) there is an ideal L such that L=:>J and if for the ideal N, N=:>J 

then N~L. 
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16. Prove that 1= n (J I J E 8(1, a), a E 5', a rf: I). 
17. Use Ex. 16 to prove Theorem 20.3. 
18. (G. Birkhoff and O. Frink [I]) Every congruence relation is the complete 

meet of completely meet irreducible congruence relations. 
19. Apply Ex. 14-16 to subalgebra lattices. 
20. ~ is a diagonal 8ubdirect power of 58 if ~ is a subalgebra of some direct 

power of 58, containing the diagonal. Prove that ~ is isomorphic to a 
diagonal subdirect power of 58 if and only if ~ has a subalgebra 58' 
isomorphic to 58 and for a, b E A, a:j:.b, there exists an endomorphism 
cP of ~ such that Acp= B', acp:j:. bcp and Ccp = c for all C E B'. 

21. (R. P. Dilworth) Let B be a lattice. It is a direct product of a finite 
number of simple lattices if and only if any two congruence relations 
permute and the congruence lattice is a finite Boolean lattice. 

22. An algebra is a subdirect product of simple algebras if and only if w is the 
intersection of dual atoms of the congruence lattice (0 is a dual atom if 
0<, and 0 ~ <I> <, implies that 0 = <I». 

23. (T. Tanaka [1]) Let ~ be an algebra with a Boolean congruence lattice. 
Prove that ~ is a subdirect product of simple algebras. Does the con­
verse hold provided that (£(~) is distributive? (Combine Ex. 22 with 
Ex. 0.79.) 

24. Let B be a distributive lattice, a ELand a is neither 0 nor 1. Define 
0,<I>:x=y(0) if and only if x/\a=y/\a; x=y(<I» if and only if 
x V a = y V a. Prove that 0 and <I> are congruence relations and that 
0/\ <I> = w. 

25. (G. Birkhoff) Every distributive lattice of more than one element is a 
subdirect product of two-element lattices. (Combine Ex. 24 with 
Theorem 20.3.) 

26. (M. H. Stone) Every Boolean algebra is a subdirect product of two­
element Boolean algebras. 

27. Prove that every semilattice (F; V> with more than one element is a 
subdirect product of two-element semilattices. 

28. Which semigroups with more than one element are sub direct powers of a 
given two-element semigroup? 

29. Let ~ be the direct product of the algebras ~t' i E I. Then the following 
statements hold. 

(i) for every i E I there is a homomorphism CPt of 21 onto 2lt; 
(ii) let 58 be an algebra and let .pt, i E I, be a family of homomorphisms, 

.pt: B ~ At; then there exists a unique homomorphism .p: B ~ A such 
that .pCPt =.pt for all i E I. 

30. If an algebra has properties (i) and (ii) of Ex. 29, then it is isomorphic to 
the direct product of the ~t' i E I. 

31. If the congruence relations on ~ permute, then the same holds for every 
homomorphic image of~. 

32. Let d be a direct family of algebras ~t with the carrier (I; ~ >. Let 
B s; n (At liE I) be defined by fEB if and only if there exists a k E I 
such that for all k~i~j,f(i)cptj=f(j). Prove that 58 is a subalgebra. 
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33. Define a relation 0 on \8 of Ex. 32 as follows: f= g( 0) if there exists an 
i E I such that f(j) = g(j) for all j~ i. Prove that 

(i) 0 is a congruence relation of \8; 
(ii) \8/0 is isomorphic to limd'. 

->-

34. Prove that an equational class is closed under direct limits. 
35. Let d' be a direct family of algebras. If all 'Ploo are 1-1, then all 'P1j(i;£j) 

are 1-1. 
36. Let d' be a direct family of algebras. If all the 'P1j (i;£ j) are onto, then all 

the 'Ploo are onto. 
37. Prove that the converse of Ex. 36 is false. 
38. Prove that the converse of Lemma 21.6 is false. 
39. Let d' be an inverse family of algebras with carrier <I; ;£). If all the 

'PI ro are onto, then all 'P/ are onto. 
40. Construct an inverse family d' of nonvoid sets such that all maps are 

onto, and the inverse limit is void (G. Higman and A. H. Stone [1]). 
(Hint: Use the following sets and maps. Let W1 be the first uncountable 
ordinal. For a< W1 set A",= {y I y < a}, B",=ulf E [0, I)Aa and f is mono­
tone}, where [0, 1) is the real interval [0, 1) and f is monotone if y < 8 
implies f(y) <f(8). For a < f3 < W1 let 'P",P: Bp ---+ B", be defined by 

f'Pl=fAa') 
41. Prove that the converse of Ex. 39 is false. 
42. Prove that the converse of Ex. 39 holds if III ;£ No. 
43. Let d' be an inverse family of algebras. Is it true that all the 'P/ are 1-1 

and onto if and only if all the 'P'oo are 1-1 and onto? 
44. Give an example of algebras 1ll1' i E I, which have no weak direct product. 
45. A weak direct product of the algebras Ill" i E I, exists if and only if there 

exists apE TI (A, liE I) such that for each y < o( 7), 

{i I p(i) :;t jy(p(i), .. " p(i))} 

is finite. 
46. Find conditions for the existence of L-restricted direct products. 
47. III is a weak subdirect product of the 1ll1' i E I, if III is a subalgebra of \8, 

which is a weak direct product of the Ill, and Ae/ = A, for i E 1. Give 
necessary and sufficient conditions for an algebra III to be isomorphic to 
a weak subdirect product. 

48. (J. Hashimoto [1]) Define L-restricted subdirect products. Give necessary 
and sufficient conditions for III to be isomorphic to an L-restricted 
sub direct product. 

49. A subdirect power III of \8 is bounded if for every 'P E A, 1'P is finite (where 
I is the exponent of \8). Find conditions for III to be a bounded diagonal 
sub direct power of \8. 

50. Generalize Ex. 49 to L-bounded, where L is an ideal of W(I). 
51. Why is it necessary to assume in Definition 22.2 that L is an ideal? 
52. (J. Hashimoto [1]) Let 0 o,"" 0 n - 1 be congruence relations of III and 

let 'PI = 1\ (0, I j:;t i). Prove that if 'Po, .. " 'Pn -1 are permutable, then 
00' .. " 0 n -1 are completely permutable. 



EXEROISES 167 

53. Does the result of the previous exercise extend to the case when we have 
infinitely many 0,? 

54. (J. Hashimoto [I]) Let ~ be an algebra and <~; ~ > a complete sublattice 
of(f(~). Let n denote the set of compact elements of <~; ~ >. Prove that 
~ is completely permutable if and only if n is completely permutable. 

55. Give necessary and sufficient conditions on ~ for ~ to be isomorphic to 
the weak direct product of the algebras ~" i E 1. 

56. A dual ideal ~ of ~(1) is called m-complete, where m is an infinite 
cardinal, if Xi E ~, j E J, IJI < m imply It (Xi I j E J) E~. Let ~ be an 
m-complete dual ideal of ~(1), 1 = U (1/c IkE K), where 1/c n 1/c, = 0 

if k::j:.k', and IKI <m. Set ~/c=~ n P(l/c) for k E K. Then 

n!'G(~,1 iE1);:;: n (n.!'Gk(~,1 i E1/c) I k EK). 

(see e.g., T. Frayne, A. C. Morel, and D. S. Scott [I]). 
57. Let ~ be a dual ideal of~(l), J E~, and ~l =~ n P(J). Then 

n.!'G(~,liE1);:;: n.!'Gl(~lliEJ). 

58. If ~ and ~' are dual ideals of ~ (1) and ~ ~~', then n.!'G'(~' liE 1) is a 
homomorphic image of n.!'G (~j liE 1). 

59. Prove that if A is infinite, Theorem 22.3 fails to hold, since ~[58] is not a 
subalgebra of ~[~(1)]. 

60. Prove that if A is infinite, Theorem 22.4 fails to hold. 
6l. Let us call ~ an f. -algebra, if there are two elements 0, 1 E A and two 

binary algebraic functions +,. such that O· a = a· 0 = 0, I· a = a· 1 = a, 
a+ 0= O+a=a for every a E A. Prove that if~ is anf.-algebra, then so is 
~[58] with {o and {l' and also every diagonal sub direct power of ~ is an 
f.-algebra with eo and el. 

62. Let ~ be an f.-algebra. For a E A define in ~I a unary operation P a by 

. {I if a(i) = a 
Pa(a)(t) = 0 if a(i)::j:. a. 

Let 58 be a diagonal subdirect power of~. Prove that 58 is a normal sub­
direct power if and only if a E B implies Pa(a) E B for all a E A. (This is 
essentially a result of A. L. Foster [2]; see M. I. Gould and G. Gratzer [I].) 

63. A bounded normal subdirect power is a normal subdirect power which is 
bounded (see Ex. 49). A bounded extension of the algebra ~ by an arbi­
trary Boolean algebra 58 is defined as in Definition 22.7, with the re­
striction that we consider only mappings a: A -+ B for which {a I aa =F- O} 
is finite. Prove Theorems 22.3 and 22.4 for infinite algebras, bounded 
extensions, and bounded normal sub direct powers. (This generalizes a 
result of A. L. Foster [2]; see M. I. Gould and G. Gratzer [I].) 

64. Let ~ be a finite algebra and 58 a Boolean algebra. By Theorem 22.3 we 
can represent ~[58] as a normal subdirect power ~(1). In Theorem 22.4 
we construct a subalgebra 58' of ~(1) such that ~(1) is isomorphic to 
~[58']. Prove that 58;:;: 58'. 
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65. Let ~ be a finite algebra, let ~, ~' be Boolean algebras where ~' is a 
homomorphic image of~. Prove that ~[~/] is a homomorphic image of 
~[~]. 

66. Extend Ex. 64 and 65 to infinite algebras using bounded extensions. 
67. Which of the operators of §23 satisfy the law 

X(K u L) = X(K) u X(L) 

for any two classes K, L of algebras? 
68. Show by examples that if we reverse the inclusions in (i)-(iv) of Theorem 

23.1, then we get false statements. 
69. Prove that statement (iii) of Theorem 23.1 is equivalent to the Axiom of 

Choice. 

* * * 
The following notion (due to B. H. Neumann [2]) will be used in Ex. 70-76: 

Let K be a class of algebras. Let ~ E C(K) (C for covering) if there exist 
algebras ~I E K, i E I and 1-1 homomorphisms 'PI of ~I into ~ such that 
A = U (AI'Pd i E I). The results of Ex. 70-76 are from G. Gratzer [9]. 

70. Prove that SC(K) = CS(K). 
71. Prove that HC(K) = CH(K) if there are no nullary operations. 
72. Prove that PC(K) s; CP(K) and that the reverse inclusion is false. 
73. Prove that PsC(K)iCPs(K). 
74. Prove that CPs(K)ipsC(K). 
75. Prove the previous three exercises for p* and Ps*. 
76. Let K be an equational class. Prove that C(K) is also an equational class. 
77. Characterize P*(K)-P(K) and Ps*(K)-Ps(K). 
78. Let R s; A x A be an equivalence relation on A. Prove that R is a con­

gruence relation of ~~ (A; F> if and only if (R; F> is a subalgebra of 
~2. 

79. Let 'P S; A x B be a mapping of A into B. Prove that 'P is a homomorphism 
of ~=(A; F> into ~=(B; F> if and only if ('P; F> is a subalgebra of 
~x~. 

80. Let X and Y be operators. X = Y if X(K) = Y(K) for every class of algebras 
K. If H is a set of operators, the semigroup @(H) generated by H consists 
of all finite products Xo ... Xn -1 where XI E H with equality as defined 
above. Prove that for H = {I, H, S}, @(H) has 6 elements. 

81. Find an algebraic class K such that ILIL(K)::j:. IL(K). ........ .... 
82. Find an algebraic class K such that IV- 1IL1-1(K)::j:.IL1-1(K); where 

-+ -+ -+ 

L1-1 is the operator for 1-1 direct limits. (A. H. Kruse [2].) .... 
83. Let ~o and ~1 be partial algebras. Let «ao, bo>, .. " (an, -1, bn, -1» be 

in D(jy, ~o X ~1) if and only if (ao,"', an, -1> E D(jy, ~o) and 
(bo, .. " bn, -1> E D(jy, ~1)' The resulting partial algebra is ~o x ~1 =~. 
Prove that the mappings 'Po: (a, b> - a and 'P1: (a, b> - b are homo­
morphisms of~ onto ~o and ~1' respectively, but the 'PI need not be full 
or strong. 

84. Prove Theorem 19.2 for partial algebras. 
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85. Prove that under the conditions of Theorem 19.3 for a partial algebra m 
we can only conclude that m is isomorphic to a weak subalgebra of 
mj00 x mj01• 

86. Does Theorem 20.3 hold for partial algebras? 
87. Prove the results of §19 and §20 for infinitary algebras. 
88. Is it always possible to define the direct limit of infinitary algebras as an 

infinitary algebra? 
89. Prove Theorem 23.1 and 23.2 for infinitary algebras. 
90. Which inclusions of Theorem 23.1 fail to hold for partial algebras? 
91. The spectrum S =Sp(K) of an equational class K is the set of all integers n 

such that there is an n-element algebra in K. Prove that 1 E Sand 
S·S<.:S (i.e., S is closed under multiplication). 

92. Let S be a set of positive integers and let 1 E Sand S·S <.:S. Then there 
exists an equational class K such that S=Sp(K). (G. Gratzer [12].) 
(Hint: Use Ex. 6.53 or 6.54.) 

93. Let d' be a direct family of algebras ml such that all CPu are 1-1. Prove 
that ~(a)(lim d') is isomorphic to a subalgebra of lim d'1' where d'1 has 

~ ~ 

the same carrier as d', the algebras in d'1 are ~(a)(ml)' and if i~j, then 
cp/ is defined by (p )mICP/ = (p )mr 

94. Get a similar isomorphism for inverse limit families of algebras for which 
all cp/ are onto. 

95. Express Ex. 93 and 94 in terms of operators. 
96. Let m" i E I be partial algebras, m = n (mil i E I) (see Ex. 84), and el 

the i-th projection. If m is a relative subalgebra of m and Bel =AI for 
i E I, then m is said to be a subdirect product of the mi' Prove that every 
partial algebra is isomorphic to a sub direct product of sub directly irre­
ducible partial algebras. (See H. E. Pickett [1]; this result is not ex­
plicitly stated, but it follows easily from Theorem 7 and Theorem 8, F, 
El> and Dl part c, or directly from Theorem 5, using the fact that 
Lemma 10.3 holds for partial algebras.) 

97. For a given infinite cardinal m, find an equational class K such that the 
one element algebra is the only finite algebra in K and every infinite 
algebra in K is of cardinality ~ m and there is an algebra of cardinality 
minK. 

98. Let d' be a direct family of algebras as in Definition 21.3. Consider the 
following two properties for an algebra m and for a family (CPII i E I) of 
homomorphisms, where CPt is a homomorphism of ml into m: 

(i) for i,j E I, i;;;aj, we have that CPI=CPljCPj; 
(ii) if ~ is an algebra, and (.pI I i E I) is a family of homomorphisms 

where .pI is a homomorphism of ml into ~ such that for i, j E I, i ;;;aj, we 
have that .pI = CPu.pj. then there exists a unique homomorphism cP of m 
into ~ with CPICP =.pl for all i E I. 

Prove that conditions (i) and (ii) characterize the direct limit of d' 
along with the homomorphisms (CPI'" liE I). 

99. State and prove a characterization of inverse limits along with 

(CPI'" liE I). 
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100. Let ~ be a dual ideal of \l!(I) and let (~II i E 1) be a family of algebras. 
For H E~ set 

and for H, K E~, H2.K, let 'PHK be the natural homomorphism of 
58H onto 58K • Prove that the algebras 58H , with the homomorphisms CPHK' 

form a direct family d over the carrier <)'$, 2. >. Prove that 

101. Prove that the statement: "8(1, a):;c 0 for any art 1" (notation of 
Ex. 15) is equivalent to the Axiom of Choice. 

102. Prove that the statement of Theorem 20.3 is equivalent to the Axiom of 
Choice. (G. Gratzer, Notices Amer. Math. Soc. 14(1967), 133; this solves 
a problem proposed in H. Rubin and J. E. Rubin, Equivalents of the 
Axiom of Choice. North-Holland, Amsterdam, 1963, p. 15). (Hint: Prove 
that Theorem 18.3 can be proved without the Axiom of Choice. Use 
Theorem 11.3 to verify that Theorem 20.3 is equivalent to Ex. 16, which, 
in turn, is equivalent to "8(1, a):;c 0 for any a E 1", so a reference to 
Ex. 101 completes the proof.) 

103. Let AC denote the Axiom of Choice, BR(K) that G. Birkhoff's Repre­
sentation Theorem (Theorem 20.3) holds in the class K, let PI denote the 
Prime Ideal Theorem (Theorem 6.7) and D, L, G, R be the class of dis­
tributive lattices, lattices, groups and rings, respectively. Prove the 
implications in the following diagram: 

~BR(D)~ 

AC~::;::~P' 
~BR(R)~ 

PROBLEMS 

21. It follows from Theorem 23.2, from Corollary 1 to Theorem 22.2, and 
from Theorem 26.3, that if ~ is an algebra and 58 is a Boolean algebra, 
then ~[58] E HSP({~}). Find an explicit expression of ~ in terms of H, S 
and P. (If ~ is finite, this was done in Theorems 22.3 and 22.4.) 

22. Given the algebras ~ and Q:, find necessary and sufficient conditions for the 
existence of a Boolean algebra 58 with ~[58] ~ Q:. When is this 58 unique 
(up to isomorphism) ? 

23. For what classes K of algebras is it true that Kl = {~[58] I ~ E K, 58 an 
arbitrary Boolean algebra} is an equational class? (This is the case if 
K = {~}, where ~ is a primal algebra; see §27.) 
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24. Find all subsets H of {I, H, S, P, P*, Ps, Ps*, L, L, C} which generate ......... 
finite semigroups (see Ex. 80), and describe these semigroups. (Some 
recent results: The semigroup generated by H, S, and P has been described 
by D. Pigozzi, Notices Amer. Math. Soc. 13 (1966), 829. The finiteness of 
the semigroups with the generating sets {H, S, P, Ps}, {H, S, P, C} has 
been proved by E. M. Nelson, Master Thesis, McMaster University, 1966.) 

25. For those H of Problem 24 which generate infinite semigroups, give a 
"normal form" theorem, i.e., call certain products "normal", prove that 
all normal products represent distinct operators,.and that every product 
of the operators in H equals a normal product. 

26. For an algebraic class K, define Ka for every ordinal a as follows: KO =K, 
Ka+l = IL(Ka), Klima. = U (Ka.1 v). Is it possible to find for every ordinal 

-+ 

a a class such that Ka + 1 -::F- Ka? Is it true that for every class K there 
exists an a with Ka = Ka + 1? If this is so, which ordinals can occur as a 
smallest such a? (See Ex. 82., 

27. The same as Problem 26 but for inverse limits. (See Ex. 81.) 
28. Describe the finite semigroups of Problem 24 without the Axiom of 

Choice. 
29. Let K be an equational class, m a finite algebra, and 

K~ = {~I ~ E K and m ¢ IS(~)}. 

Under what conditions is Ksx an equational class ? 
30. Which implications can be reversed in Ex. 103? Is BR(G) ~ PI or 

PI ~ BR(G) true? 
31. Is the statement that HSP(K) is an equational class equivalent to the 

Axiom of Choice? 



CHAPTER 4 
FREE ALGEBRAS 

One of the most useful concepts in algebra is that of the free algebra. 
We devote three chapters to the study of free algebras, Chapters 4,5, and 
8. In this first chapter on this topic, we first examine in detail the basic 
problems of existence and construction of free algebras, and the connec­
tion of free algebras with identities. Then we apply free algebras to prob­
lems of equational completeness and also to the word problem. We also 
discuss free algebras generated by partial algebras. 

§24. DEFINITION AND BASIC PROPERTIES 

Given a class K of algebrast and a set X, it is sometimes very useful to 
know the most general algebra in K generated by X. For instance, if K is 
the class of semigroups and X = {x}, then there are many semigroups 
generated by X. The simplest one is <X; .), in which x·x=x; and the most 
general is <Y;·), where Y ={x, x2 , x3 , ••• , xn,··· } and x,,·xm=x,,+m. The 
second semigroup is the "most general" because every semigroup which 
can be generated by one element is a homomorphic image of < Y; . ). Such 
algebras will be called free and a formal definition follows. 

Definition 1 (G. Birkhoff [2]). Let K be a class of algebras, let ~ E K and 
let X = (Xl liE I) be a family of elements of ~ such that ~ is generated by 
{xIii E I}. ~ is said to be a free algebra over K, with the free generating 
family X if for any 58 E K, and for any mapping ifJ: 1_ B, there is a homo­
morphism cp of ~ into 58 such that iifJ = XICP for all i E I. 

The diagram on the next page illustrates this definition. 
The case 1= 0 is allowed if and only if there are nullary operations. 
{xIii E I} is a free generating set of ~ over K. 
Thus a free algebra over K must belong to K. However, in a class K, 

there need not be any free algebra. Also, if ~ E K and ~ is free over K, 
then ~ may have more than one free generating set. 

t A "class of algebras" will always be assumed to be "a class of algebras of the 
same type". 

162 
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We will use the notation ih{m) for an algebra, free over K, which has 
a free generating family (x, liE I) with III = m. If 1= {y I y < a} for some 
ordinal a, we will write ih{a). Thus if [h{O) exists, then there are nullary 
operations. 

The following two observations are very important. 

Corollary 1. The homomorphism cp in Definition 1 is unique. 

This is obvious from Theorem 12.2 since [{Xi liE I}]=A. 

Corollary 2. If K contains an algebra with more than one element and Il( 
has a free generating family (Xi liE I) over K, and i, j E I, i #- j, then X, #- Xj' 

Indeed, take a )B E K with I BI #- l. Then there is a mapping if; of I into B 
with iif; #-N and so XiCP #- xjcp, which implies Xi #- Xj' 

If for i, j E I, i #- j, we have Xi #- Xj' then Definition 1 can be somewhat 
more simply stated: any mapping p: Xi ---'.>- bi (bi E B) can be extended to a 
homomorphism cP of Il( into )B. 

Two basic properties offree algebras are given in the following theorems. 

Theorem 1. If ih{m) exists, then it is unique up to isomorphism. 

Theorem 2. If ih{a) exists, then 

th{a) ~ ~(a){T)/0K' 

where 0 K is the congruence relation defined in §8. 

Theorem 2 implies Theorem 1. However, we give a proof of Theorem 1 
independent of Theorem 2. 
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Proof of Theorem 1. Let ~ and 58 have the free generating families 
(aj liE I) and (bi liE I), respectively, over some class K. Consider the 
maps "'0: i ~ aj and "'1: i ~ bj ; then there exist homomorphisms g>o of 58 
into ~ and g>1 of ~ into 58 with bjg>o=aj, and ajg>l =bj for all i E 1. Thus 
bj (g>og>l) =bj and aj(g>lg>O) =aj for all i E I, hence g>o is an isomorphism of 
58 with~. 

Proof of Theorem 2. Let x=<xo,···,xy,···)y<a where (xyly<a) is a 
free generating family of iYK(a). Then by the corollary to Theorem 8.2 

iYK(a) ~ $(a)(T)/0,t. 

Thus, to verify Theorem 2, it suffices to show that 0,t= 0 K • Obviously, 
0,t~ 0 K • To show the reverse inequality, we have to verify that 0f~ 0 4 , 

where a= <ao, ... , ay, ... )Y<a, ay E A, ~ E K, which is trivial from the 
existence of a homomorphism g> with Xyg> = a y for all y < a. 

Corollary 1. 0,t= 0 K is a necessary and sufficient condition for the algebra 
generated by x to be free. 

Corollary 2. iYK(a)~ iYK(fl) if a.=~. 

Corollary 3. $(a)( T) is isomorphic to iY K(t)( a). 

Lemma 1. Let fl < a and let K be a class of algebras for which S(K) £ K. 
If iYK(a) exists, then so does iYK(fl). 

Proof. Let Xo, ... , xY' ••• , y < a, be a free generating family of iYK(a) and 
consider the subalgebra 58 generated by X o,·· ., x y,···, y<fl. Then 58 E K. 
Let 

y < fl, 

be a mapping of {y I y < fl} into ~ E K. Extend this mapping arbitrarily to a 
mapping'" of all y with y < a; then there is a homomorphism g> with y", = Xyg> 
for y < a. Then g>B is the required homomorphism. This shows that 

More generally, we have the following statement. 

Corollary 1. If S(K)£K and iYK(m) exists, then any non-void subset of 
the free generating set generates a free algebra. 

Corollary 2. Let a be a limit ordinal. Then iYK(a) is isomorphic to a 1-1 

direct limit of the irK(fl), fl < a. 
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Theorem 3. Oonsider an algebra £1 and let [Xl=Q. Define a class 
K(O, X) of algebras in the following manner: ~ E K(O, X) if and only if 
every rrwpping p: X -+ A can be extended to a Mmnmnrphism of £1 into ~l. 
Then K(O, X) is an equational class. 

Proof. S[K(O, X)] S;K(O, X) is trivial. 
Let ~ E K(O, X), ~ be a homomorphic image of ~ under the homo­

morphism .p, and p be a mapping of X into B; take any mapping p:X -+ A 
with xp.p=xp. Let ({J be an extension of p to a homomorphism. Then W 
extends p to a homomorphism, that is, ~ E K(O, X). K(O, X) is closed 
under direct products by Lemma 19.1. 

The following results are immediate consequences of Theorem 3. 

Theorem 4. The generating set X of the algebra ° is free with respect to 
some class K if and only if 

OEK(O,X). 

Proof. By definition, every free algebra must belong to the class over 
which it is free. Conversely, if ° E K(O, X), then ° is free over K(O, X). 

Theorem 5. Let ° be an algebra. Then the following three conditions are 
equivalent : 

(i) ° is a free algebra over some class K; 
(ii) ° is a free algebra over an equational class K; 

(iii) ° is free over the class consisting of ° only. 

Corollary 1. X is a free generating set of ° with respect to some class K if 
and only if any mapping of X into Q can be extended to an endomnrphism. 

Remark. By (iii) of Theorem 5, we can talk about free algebras and free 
generating sets without specifying the class K. 

Corollary 2. Let ° be a free algebra with the free generating set X over 
some class K. Then 

K S; K(O, X). 

Theorem 2 gives a representation of the free algebra as a quotient 
algebra of the polynomial algebra. The following result, which is due to 
B. H. Neumann [2] characterizes the congruence relations which occur in 
such representations. 
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Theorem 6. Let ma) be a free algebra with free generating family 
(xy I y<a), and let 0 be a congruence relation of ma). Then ma)/0 is a free 
algebra with the free generating family ([ Xy] 01 y < a) if and only if 0 is fully 
invariant. 

Proof. Assume that 0 is fully invariant. Let p be a mapping of the 
[Xy] 0 into F(a)/0 and 

y < a. 

Let 

y<a 

and let cp be an extension of p to an endomorphism of ma). By Lemma 
12.6, cp: [X] 0 ~ [Xcp] 0 is an extension of p to an endomorphism. 

By Corollary 1 to Theorem 5, this means that ma)/0 is free. 
Now assume that ma)/0 is freely generated by the [xy]0 and let cp be 

an arbitrary endomorphism of iY(a). 
In order to show that 0 is fully invariant by Lemma 12.6 it suffices to 

show that 

cp: [a] 0 ~ [acp] 0 

is an endomorphism of ma)/0. 
Consider the mapping 

p: [Xy] 0 ~ [Xycp] 0. 

Since ma)/0 is free, p can be extended to an endomorphism cp'. 
Then ([xy]0)cp=([xy]0)cp'. Now, if a=p(xyO '···' XYn -1), then 

([a]0)cp' = p([xYo ]0,.··, [xyn - 1]0)cp' = p(([xYo ]0)cp',···, ([xYn-d0)cp') 

= p([Xyocp] 0, ... , [xYn -lCP] 0) = [p(Xyocp, ... , xYn -lCP)] 0 

= [p(XyO' ... , xYn _1)cp]0 = [acp]0 = ([a]0)cp. 

Hence, cp' = cp, i.e., cp is an endomorphism, which was to be proved. 

Corollary. There is a 1-1 correspondence between free algebras with a 
generators and the fully invariant congruence relations 0 of ~(a)( T). 

§25. CONSTRUCTION OF FREE ALGEBRAS 

The following method of constructing free algebras is due to G. Birkhoff 
[2]. 

Let K be a class of algebras. Let {0 i liE J} be the set of all congruence 
relations of ~(a)( T) such that ~(a)( T)/0i is isomorphic to an algebra in 
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S(K). Form the direct product of all the ~<al( T)/0; and consider the sub­
algebra I2l generated by the xY' Y < ex, defined by 

xy(i) = [Xy] 0;. 

Let x denote the sequence of the xy. If p, q E p<a)( T), then p(x) = q(x) if and 

only if p(x(i )) =q(x(i )) for all i E I, which is equivalent to p(a) =q(a) for all 
a=<ao," " ay," . )Y<a, ay E B, j8 E K. This means that O .. = OK; thus, 
12l;-:;: ~<a)(T)/0K' 

Theorem 1 (G. Birkhoff [2]). If the free algebra with ex generators exists, 
then it is isomorphic to the algebra I2l as constructed above. 

Corollary 1. Let K be a class such that P(K) £; K, S(K) £; K. Then all the 
free algebras over K exist. 

Corollary 2. If K is an equational class, then all free algebras over K exist. 

The following method of constructing free algebras (which follows from 
a more general idea due to G. Gratzer [lO]-see Chapter 8) leads to the 
existence of algebras which resemble free algebras and are called maxi­
mally free algebras. 

Definition 1. Let K be a class of algebras and let ex be an ordinal. The 
algebra I2l with the generating family X Y' y < ex, is called a maximally free 
algebra (with respect to K) if 

(i) I2l E K; 
(ii) if j8 E K and j8 is generated by yy, y < ex, and if rp is a homomorphism 

of j8 into I2l with 

y < ex, 

then rp is an isomorphism. 

Corollary. Every free algebra is maximally free. 

Proof. Trivial. 

Definition 2. Let K be a class of algebras and let I2lb i E I, be a family of 
maximally free algebras with the generating families x/' y < ex. We say that K 
is covered by this family of maximally free algebras if whenever by E B, 
y < ex, j8 E K, then at least one of the mappings 

y < ex, 

can be extended to a homomorphism of l2l i into j8. 
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Corollary. Assume that the class K is covered by a family ml , i E I, of 
maximally free algebras with the generating families x/' y < a. The free 
algebra ~K(a} exists if and only if for any i, j E I, there is an isomorphism rp 
between mj and mj such that 

x/rp = xl, y < a. 

This shows that to require the existence of a covering family of maxi­
mally free algebras is a natural generalization of the requirement of the 
existence of free algebras. 

Theorem 2. Let K be a class of algebras, closed under taking inverse 
limits and under the formation of subalgebras. Then for any ordinal a, for 
which there is an algebra in K of at least a elements, K has a covering family 
of maximally free algebras with a generators. 

Theorem 2 follows trivially from the following statement. 

Lemma 1. Let the conditions of Theorem 2 hold. Let m E K be generated 
by (a y I y < a). Then there exists a maximally free algebra 58 with a generating 
family (by I y < a), and there exists a homomorphism rp of 58 onto m such that 
byrp=ayfor all y<a. 

Proof. Let mE K be generated by a elements: a y , y<a. Set a= 
<ao, .. " ay,' •. )y<a' Let P be the family of all congruence relations ° of 
\l3<a)(T) such that \l3<a)(T)/0 is isomorphic to an algebra in K, and 0~ 04' 

We will prove that we can apply Zorn's Lemma to the dual of the 
partially ordered set <P; ~). Indeed, let 

{0;jiEI} 

be a chain in <P; ~) and define a partial ordering on I such that j ~ i if 
and only if 0j~ 01' There is a natural homomorphism rp/ of \l3<a)(T}/01 

onto \l3<a)(T)/0j if i~j defined by 

[p]0i ~ [p]0j , 

where P E p<a)(T) (see Theorem 11.4). 
Now consider the inverse system consisting of the algebras \l3<a)(T}/01 

and the homomorphisms rp/, and let 58 denote the inverse limit, which 
obviously exists. Consider the subalgebra ~ of 58 generated by the Xy with 
xy(i}=[xy]01 and set 

Then O: E P since rpi 00 is a homomorphism of 58 onto \l3<a)( T)/0 1 and so 
O: ~ 0 i . This shows that Zorn's Lemma can be applied to the dual of 
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<P; ~), and thus we get the existence of minimal elements in <P; ~). 
Any such minimal element @ will give rise to a maximally free algebra 
$<")( 7)/@ which can be homomorphically mapped onto ~. 

§26. IDENTITIES AND FREE ALGEBRAS 

Free algebras can be very neatly characterized in terms of identities. 
The identities (as, for instance, commutativity and associativity) are the 
simplest and most frequently used axioms in algebra. A formal definition 
is the following: 

Definition 1. Let p, q E p<n)(7). The n-ary identity p=q is said to be 
satisfied in a class K of algebras of type 7 if 

p == q(@K)' 

Remark. In other words, p = q is an identity in K if p and q induce the 
same polynomials in each algebra in K, or, equivalently, p(ao, ... , an -1) = 
q(ao, .. " an-i) for all ao," " an- 1 E A, ~ E K. 

Lemma 1. Let K be a class of algebras and let p, q E p<n)(7); assume that 
ih(n) exists. Then p=q is an identity of K if and only if p(xo, .. " xn- 1) = 
q(xo,' . " Xn-l), where the XI are the free generators of ih(n). 

Proof. This is immediate by Corollary 1 to Theorem 24.2, but the fol­
lowing is a direct proof. 

Since ~h(n) E K, the condition is obviously necessary. It is also suffi­
cient because if ao, .. " an -1 E A, ~ E K, then there exists a homomor­
phism cP of ih(n) into ~ with xICP=al' and thus 

p(ao, .. " an-i) = p(xocp, .. " Xn- 1CP) 

= p(XO' .. " Xn-l)CP 

= q(XO' .. " Xn-l)CP 

= q(XOcp, .. " Xn-1CP) 

= q(aO' .. " an_i)' 

Since w-ary polynomials provide a common notational system for all 
n-ary polynomials, it is convenient to consider identities of the type p = q, 
where p, q E P<W)(7). The definition of satisfiability in a class is the same 
as in Definition 1. Then we have the following theorem. 

Theorem 1. The identities which are satisfied in K are the same as those 
satisfied in ~h(w), provided the latter exists, which in turn are the same which 
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satisfy p(Xo, .. " Xn, ••• ) =q(xo, .. " xn, ••• ), where Xo,' . " Xn, ••• are the 
free generators of ih(w). The n-ary identities which are satisfied in K are the 
same as those satisfied in ih(n) provided the latter exists. 

Let K be a class and let Id(K) denote the set of all identities satisfied in 
K. Then Theorem 1 implies that Id(K) determines the structure of ih(w), 
and conversely. 

Corollary 1. Let K, K' be classes of algebras and assume that iJK(W) and 
3dw) exist. Then 

Id(K) = Id(K') 

if and only if 

Corollary 2. Let K, K' be classes of algebras and suppose that 3K(a), 
3d a) exist for some a;;;; w. Then 

Id(K) = Id(K') 

if and only if 

Corollary 2 follows from Corollary 1 using the observation that we can 
use any w free generators of iJK(a) in place of the free generators of iJK(W). 

If we start with a class of algebras K, we get a set of identities: Id(K). 
Conversely, if we start with a sett of identities I:, we get a class of algebras 
I:* satisfying these identities. We will now characterize those sets of 
identities which can be represented as Id(K) and those classes of algebras 
which can be represented as I:*. 

Definition 2. A set of identities I: is called closed provided: 

(i) x;=x;isinI:fori<w; 
(ii) if p=q is in I:, then so is q=p; 

(iii) if p=q and q=r are in I:, then so is p=r; 
(iv) if PI = ql is in I: for i =0, .. " ny-I, then so is 

fy(po, .. " Pny-I) = fy(qo, .. " qny-I); 

(v) if p=q is in I: and we get p' and q' from p and q by replacing all 
occurrences of XI by an arbitrary polynomial symbol r, then p' =q' is also in I:. 

Theorem 2 (G. Birkhoff [2]). A set I: of identities can be represented in the 
form I: = I d(K) if and only if I: is closed. 

t A set of identities will always be assumed to be of the same type. 
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Proof. It is obvious that if ~=Id(K), then ~ is closed. Conversely, 
suppose that ~ is closed and define the relation 0 on P(W)( T) by p == q( 0) if 
and only if p = q is in ~. The reflexivity of 0 follows from (i) and (iv), 
while (ii) and (iii) guarantee that 0 is symmetric and transitive, and (iv) 
gives the substitution property. Since any endomorphism of ~(W)(T) is 
uniquely determined if we are given the image r i of Xi and the image of p 
can be constructed by replacing the Xj by r j , we infer by rule (v) that 0 is 
fully invariant. By Theorem 24.6, ~(W)(T)/0 is a free algebra; thus, by 
Theorem 1, the identities p = q satisfied in it are the same as those for which 

p(Xo, ... , Xn, ••• ) = q(xo, ... , Xn , ••• ), 

where the Xj are the free generators, which by construction are the same as 
the identities for which p==q( 0), i.e., which are included in~. We conclude 
that ~=Id(K), where 

Remark. Theorem 2 is the" completeness theorem" of rules (i)-(v) of 
Definition 2. For a set of identities ~, let us say that ~ implies the identity 
p = q if whenever ~ is satisfied in an algebra, then so is p = q. It is obvious 
that if p=q is provable from ~, then ~ implies p=q in the above sense. 
Now, Theorem 2 asserts that if~ implies p=q, then p=q is provable from 
~, using the rules (i)-(v) of Definition 2. Thus (i)-(v) form" a complete 
set of rules of inference", because whatever follows from ~ can be proved 
by (i)-(v). 

The following result justifies the terminology" equational class". 

Theorem 3 (G. Birkhoff [2]). A class K can be represented as K =~* for 
some set of identities ~ if and only if K is an equational class. 

Proof. Since identities are obviously preserved under the formation of 
subalgebras, homomorphic images, and direct products, ~* is always an 
equational class. 

Conversely, let K be an equational class and set ~ = Id(K). By Corollary 
2 to Theorem 25.1, ih(a) exists for any a and for a~ w the identities 
satisfied by the free generators are the same as the identities in ~. This 
implies that if W is any algebra in ~* with IA I = eX, then any identity 
satisfied by the generators of ih(a) is satisfied by the elements of W; 
hence, by Theorem 12.2, W is a homomorphic image of ih(a). Conse­
quently, ~*sK and by definition KS~*; thus, K=~*, which was to be 
proved. 

Corollary 1. Let K, K' be equational classes. Then K =K' if and only if 

Id(K) = Id(K'), 
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or, equivalently, if and only if 

Corollary 2. Let K, K' be equational classes. Then K s; K' if and only if 

Id(K)2Id(K'), 

or, equivalently, iJ.and only if ~h(w) is a honwmorphic image of ih.(w). 

Definition 3. The class K is said to be generated by the algebra I}( if 
K = HSP({I}{}). 

Corollary 3 (A. Tarski [1]). A class K is equational if and only if it is 
generated by a suitable algebra I}{. 

Proof. If K is an equational class, we can always take 

Then set 

K' = HSpmh(w)}). 

Since Id(K') =Id(K), we get, by Corollary 1, that K =K'. 

All equational classes of algebras of a given type r form a lattice £( r) 
under inclusion, called the lattice of equational classes. (It is, of course, 
not legitimate to form a set whose elements are classes. In this instance, 
however, we can get around this difficulty by defining £( r) to be the dual 
of the lattice of fully invariant congruence relations of I,j3(W)(r).) £(r) is a 
complete lattice, whose zero is the class of all one element algebras 
(determined by xo=x1 ) and whose unit element is K(r) (defined by 
xo=xo). In the next section we will study the atoms of £(r). 

The properties of free algebras can be utilized to find identities which 
characterize equational classes with certain properties, which are pre­
served under homomorphisms. The following theorem illustrates this 
method. 

Theorem 4 (A. I. Mal'cev [3]). For an equational class K the following 
two properties are equivalent: 

(i) For every I}{ E K, the congruences of I}{ permute; 
(ii) there exists a ternary polynomial symbol p such that the following two 

identities hold in K: 



so 
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Proof. Let us assume (i). Then in ~h(3)=~(3)(T)/0K' 

Xo =: x2 ( 0(xv x2) . 0(xo, Xl)), 

Xo =: [p]0K (0(xv x 2 )) and [p]0K =: x2(0(xo, Xl))' 
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for some p E P<3)(T). Since ~h(3)/0(xo, xl)~~h(3)/0(xl> X2)~ ~h(2), we get 
that 

in ~h(2); thus Lemma 1 implies (ii). 
Conversely, if (ii) holds, ')lEK, 0,<1> EC(')l),a,b,cEA and a=:b(0), 

b =:c(<1», then 

a = p(a, b, b) =: p(a, b, c)(<1», 

p(a, b, c) =: p(b, b, c) = c( 0), 

proving that 0<1>= <1>0. 

This method is applied, e.g., in B. Csakany [1]-[3], B. Jonsson [8], and 
A. F. Pixley [1] (see Exercises 5.69 and 5.70). 

§27. EQUATIONAL COMPLETENESS AND IDENTmES OF FINITE 
ALGEBRAS 

Every set of identities is satisfied by some algebra, namely by the one­
element algebra. 

Definition I. A set of identities ~ is called strictly consistent if there 
exists an algebra ')l E ~* such that IAI > 1. 

Lemma I. Let ~ denote the smallest closed set of identities that contains ~. 
Then ~ is strictly consistent if and only if Xo = Xl 1=~. 

Proof. This follows from the construction -used in Theorem 26.2. 

Indeed, if Xo = Xl 1=~, then the generators of ~(W)( T) will not be congruent 
under 0 and then 

and has more than one element. The converse is trivial. 

If we start with a closed strictly consistent set of identities ~l> then in 
most cases we can add some further identities and we get ~2 which is also 
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closed and strictly consistent. Does this process ever terminate 1 To study 
this problem, let us make the following definition. 

Definition 2. Let ~ be a strictly consistent set of identities. ~ is called 
equationally complete if whenever ~£;~', where ~' is strictly consistent, 
then ~=~'. 

Let us note that an equationally complete set of identities be always 
closed. 

Definition 3. An equational class K of algebras is equationally complete 
provided Id(K) is equationally complete. 

Let us note that K is equationally complete if K is an equational class 
such that if Kl is an equational class, K2Kl and Kl contains at least one 
algebra with more than one element, then K =Kl . Thus K is equationally 
complete if it is an atom in 2('7"). 

Definition 4. An algebra 2t is equationally complete if the equational 
class generated by 2t is equationally complete. 

Let us note that an equivalent definition is to require that Id(2t) be an 
equationally complete set of identities. 

Example. Consider the class K of distributive lattices. Set ~ = Id(K). 
We will verify that K is equationally complete. Suppose p=q ¢:~. Assume 
that contrary to our assumption, 

~' = ~ U {p = q} 

is strictly consistent. Then there exists a lattice 2 such that ILI"# 1 and 
~' is satisfied in it. Since every lattice with more than one element has a 
two-element sublattice, the two-element lattice therefore also satisfies ~'. 
Since every distributive lattice with more than one element is a sub­
direct product of copies of the two-element lattice, we get that every 
distributive lattice with more than one element satisfies ~'. Consequently, 
~' is contained in ~, contrary to our assumption. This example shows that: 
(i) ~ is an equationally complete set of identities; (ii) the class of distribu­
tive lattices is an equationally complete class; and (iii) any distributive 
lattice with more than one element is an equationally complete algebra. 

Theorem 1. Let ~ be a strictly consistent set of identities. Then ~ is 
contained in an equationally complete set of identities. 

Proof. Let K, K' be equational classes. In the proof of Theorem 26.2, 
we associated fully invariant congruence relations 0, 0' on ~("')('7") with 
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Id(K), Id(K'), respectively, and by Corollary 2 to Theorem 26.3 we know 
that K2K' if and only if 0~ 0'. 

Thus, to prove Theorem 1, we have to exhibit a fully invariant congru­
ence relation 0' such that 0 ~ 0', 0':f. l, and 0' is maximal with respect 
to these properties. This follows from Theorem 12.4, since 0':f. l is 
equivalent to xo:t;x1 (0'). 

Corollary 1. If K i8 an equational clas8 which contains an algebra with 
more than one element, then K contains an equationally complete clas8. 

Corollary 2. Equationally complete clas8es corre8pond in a 1-1 manner to 
maximal fully invariant congruence relations of ~(ro)('7') which 8eparate the 
generator8. 

Let us assume that 0('7') ~ N:o. Then there are N:o w-ary polynomials and 
N:o identities. Therefore, there are c=2No sets of identities. How many of 
these can be equationally complete ~ This question is answered in the 
following theorem. 

Theorem 2 (J. Kalicki [2]). Let '7'=<2). Then there are c equationally 
complete 8et8 of identities. 

Proof. We will consider algebras of type <2) and the operation will be 
denoted by +. For simplicity's sake, we will write 2x for x+x and 2Bx 
for 2(2n - 1x). Let I be the set of positive integers. Fix two subsets N, M £1. 
We define a set of identities X(M, N) as follows: 

(i) 2xo+xO=2x1 +x1; 

(ii) 2mxo+xo=2xo+xo if m E M; 
(iii) 2nxo + xo = Xo if n E N. 

Let us say that M and N are complementary if M u N =1 -{I} and 
MnN=0. 

Lemma 2. If M and N are complementary, then X(M, N) i8 8trictly 
con8i8tent. 

Proof. We exhibit an algebra with more than one element which 
satisfies X(M, N). Let A ={av a2 , ••• }. Define + on A as follows: 

al+ 1 +aj =a1 ; 

al+ m +aj =a1 if m E M; 
al+n+aj=aj ifnEN; 
at +aj =aj + 1; 
at+aj=aj+aj. 
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Observe that a,+a,=a'+l implies that 2man=tlm+n. (Proof is by induc­
tion on m.) 

Compute: 2a,+a,=a'+1 +a,=a1. This verifies axiom (i). 
Further, for mEM, 2ma,+a,=a'+m+a,=a1=a'+1+a,=2a,+al. This 

verifies axiom (ii). 
Finally, for nEN, 2nal+a,=al+n+ai=a" which verifies axiom (iii). 

This completes the proof of Lemma 2. 

Lemma 3. Let M, Nand M', N' be complemeniary and suppose M ,pM'. 
Then X(M, N) u X(M', N') is not strictly consistent. 

Proof. By assumption, there exists an mo in M such that mo rf: M' (or 
the other way around); then mo EM and mo EN'. Therefore 2moxo+xo= 
2xo+xo and 2moxo+xo=xo; hence 2xo+xo=xo. 

Similarly, 2Xl +X1=X1. Then, by axiom (i), XO=Xl' which means that 
the set is not strictly consistent. 

Proof of Theorem 2. There are c complementary sets; hence, there are 
c strictly consistent X(M, N). By Theorem 1, each can be extended to an 
equationally complete set, and, by Lemma 3, no two such extensions can 
coincide. This concludes the proof of the theorem. 

Lemma" (A. Tarski [1]). If K is an equationally complete class and 
~ E K, I A I > 1, then ~ is an equationally complete algebra. 

Proof. Consider the equational class generated by ~. It is contained in 
K; therefore, it equals K. 

Corollary. Let K be an arbitrary equational class which contains an 
algebra with more than one element; then there exists an equationally complete 
algebra ~ in K. 

Proof. By Theorem 1 and Lemma 4. 

In contrast with Theorem 2, the identities of a finite algebra have only 
finitely many equationally complete extensions. 

Theorem 3 (D. Scott [1]). Let ~ be a finite algebra with more than one 
element, that is, 1 < IA I < No. Then Id(~) has finitely many equationally 
complete extensions. 



§27. EQUATIONAL OOMPLETENESS 177 

Proof. Set K = HSP({~}). Then Id(K) =Id({~}). Therefore, ~K(n)~ 
~(")(~) for any nonnegative integer n. Thus, ~K(n) is finite. Take K't;;;.K, 
where K' is equationally complete. By Lemma 4, K' is generated by 
~dn), for any n, which, by Corollary 2 to Theorem 26.3, is a homomorphic 
image of ~K(n). Hence, there are no more equationally complete classes 
contained in K than there are homomorphic images of ~K(n). Since the 
latter is finite, this completes the proof of Theorem 3. 

The fact that ~K(n) is finite if A is finite implies that if ~ is of finite type, 
then we can list a finite number of n-ary identities such that every n-ary 
identity follows from these. In other words, the n-ary identities have a 
finite basi8. The next theorem shows that this is not true of all identities. 

Theorem 4, (R. C. Lyndon [2]). There exi8t8 a finite algebra ~ of finite 
type 8uch that Id(~) has no finite basis. 

The proof of Theorem 4 is sketched in the exercises. 
R. C. Lyndon's example has seven elements and is of type (0, 2). This 

was improved by V. V. Visin [1] and V. L. Murskii [1] who found four-, 
and three-element algebras, respectively, of type (2) having the same 
property. P. Perkins (Ph.D. thesis, Stanford University, 1966) has shown 
that ~ can be chosen to be a six-element semigroup. 

An interesting class of finite algebras, called primal algebras, is con­
sidered next, to illustrate the above results. 

Definition 5. An algebra ~ is called primal if A is finite, containing 
more than one element, and every function on A i8 a polynomial. 

The two-element Boolean algebra is primal. Many other examples will 
be given in the exercises. A Boolean algebra with more than two elements 
is never primal, although it can be made primal if we add its elements as 
nullary polynomials. (Primal algebras are also called functionally com­
plete and functionally 8trictly complete algebras.) 

Lemma 5. A primal algebra ~ is 8imple and has no proper subalgebras. 

Proof. If 0 is a congruence relation of~, a=b(0), a::;'b, and c, d E A, 
then let p be a unary polynomial with p(a) =c and p(b) =d. Then a=b( 0) 
implies c=p(a)=p(b)=d(0), so 0=,. The second statement is obvious. 

Lemma 6. Every primal algebra ~ is equationally complete. 
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Proof. Let K be the equational class generated by m:; thent 

ih(O) ~ ~(O)(m:) ~ m:. 

Thus if K1SK and Kl is equational, then iYK1 (0) is a homomorphic image 
of m: by Corollary 2 to Theorem 26.3. Therefore the result follows from 
Lemma 5. 

Primal algebras behave very much like the two element Boolean 
algebra. 

Theorem 5. Let ~ be a prirruil algebra and let K be the equational class 
generated by m:. Then the following conditions are equivalent on an algebra 
~ with IBI >1: 

(i) ~ E K; 
(ii) Id(m:) =Id(~); 

(iii) Id(m:)SId(~); 
(iv) ~ is isomorphic to a normalsubdirect power ofm:; 
(v) ~ is isomorphic to an extension of m: by a Boolean algebra. 

Remark. The equivalence of (i) and (iv) is due to L. I. Wade [1]. The 
equivalence of (i)-(iii) follows from P. C. Rosenbloom [1] who also ob­
tained (v) for finite algebras. The equivalence of all five conditions is 
stated in A. L. Foster [3]. 

Proof. (i), (ii) and (iii) are equivalent by Lemmas 4 and 6. (iv) and (v) 
are equivalent by Theorems 22.3 and 22.4. Obviously, (iv) implies (i); thus 
it suffices to prove that (ii) implies (iv). 

We are given ~ with Id(m:)=Id(~) and IBI:;<:1. Since m: and ~ generate 
the same equationally complete class K, we get that 

m: ~ ~(O)(m:) ~ iYK(O) ~ ~(O)(~) E IS(~), 

and so we can assume that m: is a subalgebra of~. Thus, ~ is a normal 
su bdirect power of m: if and only if the following conditions are satisfied: 

(ex) There exists a family (9'11 i E I) of endomorphisms of ~ such that 
B9'j = A and acpl = a for a E A, i E I; 

(fJ) for u, v E B, u:;<:v, there exists an i E I with UCPI:;<:V9'I; 

t If there are no nullary operations, interpret li'K(O) and ~(O)('ll) as the smallest 
subalgebras of ~K(l) and ~(1)('ll), respectively, which exist since there are operations 
constant in K; indeed, for a E A, there is an operation f: An __ {a}, and then the 
identity 

!(IoO"", Ion-1) = !(Ion"'" Io2n-d 

holds in 'll and thus in K. Therefore f is constant in K. In other words, ~(O)('ll) will 
stand for (P(1.0)('ll); F). 
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(y) there exists a 4-ary function T on B such that for a, b, c, dEB, 
i E I, T(a, b, c, d)epj = T(aepj, bepj, cepj, depj) and 

T(aepi, bepi, cepj, depi) = . { 
cepj if aepi = bepj 

depj If aepj /= bepj. 

By Theorems 12.2 and 21.7, (ex) and (f3) follow from the following 
statement: 

(8) If bo,···,bn_1 EB, bo/=b1, then there exist ao,···,an_1EA, 
ao/=a1 such that for P, q E p<n)( T), p(bo, ... , bn -1) = q(bo, ... , bn -1) implies 
p(ao, ... , an- 1) =q(ao, ... , an- 1)· 

In order to prove (8), choose the nullary polynomial symbols 0, 1, the 
unary polynomial symbol f, the binary polynomial symbols +, -, V, . 

such that <A; +, -, 0) is an abelian group and <A; v, 0) is a semilattice 
with zero and <A;j,·,O,I) satisfiesj(O)=O andj(x)=1 ifx/=O, and 
x·l = x = 1 . x, x· ° = ° = 0· x, 0/=1. Since abelian groups and semilattices 
with ° are defined by identities, we get that <B; +, -,0) is also an 
abelian group and <B; V, 0) is a semilattice with ° and x·l=x, x·O=O 
for all x E B. 

Suppose that (8) fails to hold. Then for every sequence ao, ... , an -1 of 
elements of A with ao /= a1 there exist polynomial symbols P and q such 
that p(bo, ... , bn -1) =q(bo, ... , bn -1) and p(ao, ... , an- 1) /= q(ao, ... , an - d· 
Let Pi' qt, ° ~ i < k be the polynomial symbols we pick, one for every such 
finite sequence of elements of A, and set 

r = (Po-qo) V ... V (P"-1 -q"-1)· 

Then r(bo, ... , bn- 1) =0 and r(ao, ... , an- 1) /=0 whenever aO/=a1, ao,· .. , 
an _ 1 EA. Then consider the identity 

(*) Xo = X1+(XO-X1)j(r(Xo,···,Xn_l))· 

(*) holds in 12l, that is 

ao = al + (aO-al)j(r(ao, ... , an-I))· 

Indeed, if ao =al we get ao =al +0-f(r(ao, ... , an-I)) =al . If ao /=al , then 
r(aO,al,···,an_l)/=O, soj(r(ao,···,an_l ))=1 and we get 

ao = al +(aO-al )·1 = al+(aO-al ) = ao· 

Since Id(l2l) =Id('iB), (*) holds in 'iB. Let us substitute bo, .... , bn- l in (*). 

Since r(bo, ... , bn -1) =0, j(ro(bo, ... , bn -1)) =0, so 

bo = bl +(bo-bl)·O = bl , 

which contradicts bo/=bl . This contradiction proves (8), and therefore 
(ex) and (f3). 

(y) is almost trivial. Choose a polynomial symbol T which acts on 9r as 
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follows: T(a, b, c, d)=c if a=b and T(a, b, c, d)=d if a#b. Then T=(T)18 
is a polynomial on \8 so T(a, b, c, d)epj = T(aepj, bepj, cepj, depj) fora, b, c, dEB, 
which implies (y). This completes the proof of Theorem 5. 

It is implicit in P. C. Rosenbloom [1] that the identities of a primal 
algebra of finite type have a finite basis, see also A. Yaqub [1]. 

§28. FREE ALGEBRAS GENERATED BY PARTIAL ALGEBRASt 

It is useful to consider algebras which are as freely generated by a set as 
possible within certain limitations. One way of prescribing this limitation 
is to assume that the generating set is a partial algebra. This leads us to 
the following definition. 

Definition 1. Let K be a class of algebras and let 2l be a partial algebra. 
The algebra ~h(2l) is called the algebra freely generated by the partial 
algebra 2l over K if the following conditions are satisfied: 

(i) ~h(2l) E K; 
(ii) i'YK(2l) is generated by A' and there exists an isomorphism x: A'--+A 

between 2l' and 2l, where 2l' is a relative subalgebra of i'YK(2l); 
(iii) If ep is a homomorphism of 2l into ~ E K, then there exists a homo­

morphism I{l of i'YK(2l) into ~ such that I{l is an extension of xep· 

t Most of the results of sections 28 and 29 are special cases of well-known results 
in category theory; see Exercises of Chapter 3 in P. Freyd, Abelian Categories, Harper 
& Row, 1964 (see also A. A. Iskander [2] and J. Slominski [9]). 
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Note that .p is necessarily unique. 

Corollary 1. If m i8 an algebra and m E K, then ih(m) ~ m. 

Corollary 2. ih(m) is unique up to i80morphi8m. 

Corollary 3. If D(fy, m) = 0 for all y < o( r) and K contains an algebra 
with more than one element, then 

where m= IAI. 

In this section, we will give two sufficient conditions for the existence 
of ~h(m), the first of which constructs it from ~h(m) while the second is 
based on G. Birkhoff's idea of the construction of the free algebra (see §25). 

Theorem 1. Let K be a clas8 of algebras and let m be a partial algebra. 
Let U8 make the following as8umptions: 

(i) m is (isomorphic to) a relative subalgebra of an algebra 58 in K; 
(ii) ih(m) exists for 80me m~ IAI; 

(iii) H(K)sK. 

Then ih(m) exists. 

Proof. (ii) and (iii) imply that ih(m) exists for m= IAI. Let a be an 
ordinal with a=m. Let A ={ay I y<a}. Let xy , y<a, denote a free generat­
ing set of ih(a). Let T be a set of pairs of elements of ih(a) defined as 
follows: (x,Y)ET if X=P(Xlo'···'X1n _ 1 ), y=q(xio,···,Xim_J, and 
p(alo,···,aln_l)=q(aio,···,aim_l)' where p and 'I are polynomial sym­
bols. Set 0 = V (0(x, y) I (x, y) E T). 

We claim that 'i5K(cr.)/0 is the free algebra generated by m. It follows 
from (ii) and (iii) that it is in K. 

Let ay'=[xy]0 and A'={ay' I y<a}. Let rp be a homomorphism ofm into 
@: E K; set ayrp = cy , y < cr.. Define T' in terms of the cy as T was defined in 
terms of a y, and let $ be the corresponding congruence relation of 'i5K(a). 
The assumption that rp is a homomorphism implies that 0 ~ $. Thus 
by the second isomorphism theorem there exists a homomorphism .p of 
'i5K(a)/0 into @: with ay'.p=cy• Applying this observation to 58 and 
cy = ayrp, we get a homomorphism X of ~' onto ~, while it is trivial by the 
construction of 0 that X -1 is a homomorphism of m onto ~('. Thus, X is an 
isomorphism and then X.p = rp is trivial, completing the proof of Theorem 1. 

Corollary 1. Let K be an equational Clas8. Then (i) is neces8ary and 
8ufficient for the existence of'i5K(m). 
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Corollary 2. Let K =K( T), A ={ay I y < a} and a = (ao , •• " ay , ... )y<<<; 
then ~h(m) always exists and is isomorphic to ~(a)( T)j0a. 

Proof. Over K(T) the free algebra is ~(a)(T) and the congruence relation 
o constructed in the proof of Theorem 1 is the same as 0el of Theorem 
14.1. For ~(a)( T)j 0 el (i) of Definition 1 is obvious and (ii) follows from 
Theorem 14.2, with A' =A*, X: [xy]0a --i>- ay. To verify (iii) set cy=ayrp, 
c=(co,' ", cy," .). Then 0a~ 0 0 by the definition of homomorphisms of 
partial algebras and so by the Second Isomorphism Theorem (Theorem 
11.4), rj/: [x]0a --i>- [x]0~ is a homomorphism of ~(alHj0a onto ~(")(T)j0~, 
which in turn is isomorphic to a subalgebra of~; such an isomorphism e 

can be given so as to satisfy e: [xy]0~ --i>- CY' Thus rj/e=r/J satisfies (iii). 

Thus ~(a)(T)j0a can be called the algebra absolutely freely generated by 
m. 

Theorem 2. Let K be a class of algebras and let m be a partial algebra. 
Assume that the following conditions hold: 

(i) m is isomorphic to a relative subalgebra of an algebra in K; 
(ii) S(K) s; K and P(K) c;::; K. 

Then ~h(m) exists. 

Proof. We proceed the same way as in the construction of free algebras 
in §25-namely, let it = IA I, A = {a y I y < a}, and take all congruence 
relations 0 1, i E 1, of ~(a)( T) for which a y --i>- [Xy] 0 1 is a homomorphism of 
m into ~(a)(T)j0i' Again, we take the direct product of all these algebras 
and then we take the sub algebra generated by the" diagonal" elements 
gy defined by gy( i) = [Xy] 0 1, The details of the proof are similar to the proof 
of Theorem 25.1 and are therefore omitted. 

We conclude this section with the following definition and theorem. 

Definition 2 (A. 1. Mal'cev [5]). Let K be a class of algebras and let PI' 
ql' i E 1, be a-ary polynomial symbols. The algebra m is said to be freely 
generated in the class K by the elements a y, y < a, with respect to the set 
n of equations 

if the following conditions hold: 

(i) mE K; 
(ii) m is generated by the elements ay, y < a, and PI (a) = ql(a), i E J, where 
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i E I, then the mapping p: ay ~ by, y < a, can be extended to a homomorphism 
fP of ~( into )S. 

The algebra m will be denoted by lh(a, Q). 

Corollary 1. lh(a, Q) is unique up to isomorphism. 

Corollary 2. th(a, 0) is isomorphic to th(a). 

Note that we did not require in Definition 2 that the elements a y be 
distinct. This implies that all the results of this section carryover without 
such assumptions as (i) in Theorem 1 or Theorem 2. We will rephrase only 
one theorem; the others will be treated as exercises. 

Theorem 3. Let K be an equational class. Then th(a, Q) always exists. 
The elements all' a6 (fL, 8 < a) are distinct if and only if there exists a )S E K, 
by E B, y<a, such that bll i=b6 and Pi(b)=qi(b) for all i E I, where b= 
<bo, ... , by, ... )y<a:. 

§29. FREE PRODUCTS OF ALGEBRAS 

Let 0 be a partial algebra, let K be a class of algebras satisfying 
conditions (ii) and (iii) of Theorem 28.1 or condition (ii) of Theorem 28.2, 
and let us apply the constructions given in these theorems to o. It is easy 
to see that we will get an algebra 0' which has properties (i) and (iii) of 
Definition 28.1, with the exception that 0' is only a homomorphic image 
of o. This 0' is what we can call a maximal homomorphic image of 0 
inK. 

Definition 1. Let K be a class of algebras and let 0 be a partial algebra. 
The partial algebra 0' is called the maximal homomorphic image of 0 in 
K if 0' is a relative subalgebra of an algebra in K and there exists a homo­
morphism X of 0 onto 0' such that if fP is any homomorphism of 0 into an 
algebra )S E K, then fP = XfP' for some homomorphism fP' of 0' into )S. 

It is easily proved that 0' is unique up to isomorphism. 
Thus, rephrasing the results of §28, we have the following statement: 

Theorem I. Let K be a class of algebras and let 0 be a partial algebra. 
Assume that either lh(m) exists for some ms IQI and H(K)sK or that 
S(K) s K and P(K) S K. Then the maximal homomorphic image 0' of 0 
in K exists and ih(O') exists. 
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We will apply this result to study the problem of the existence of free 
products. 

Definition 2. Let K be a class of algebras and let mi , i E I, be algebras of 
K. Then m is the free product in K of the algebras ml if: 

(i) mE K; 
(ii) there exist 1-1 homomorphisms 0/1 of m; into m, for i E I; 

(iii) A =[ U (Alo/d i E I)]; 
(iv) if m is an algebra in K and CPt is a homomorphism of m; into m for 

i E I, then there exists a homomorphism cP: A ---'.>- B such that CPi = o/iCP' 

Note that cP is necessarily unique. 

A free product consists of m together with the homomorphisms o/j, 
i E I. If it exists, then it is unique up to isomorphism. 

Suppose m, o/i' i E I, and ~l', o/t', i E I, are both free products in K of the 
algebras mi' Then there exists an isomorphism X of m with m' such that 
o/IX=o/;' for i E I. 
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The concept of free product of algebras is due to R. Sikorski [1]. 
It is advantageous to define the free product of partial algebras as well, 

which is done in the same way as in Definition 2 with the only exception 
that the WI are partial algebras and therefore we drop the condition that 
they are in K. 

Let WI' i E J, be partial algebras and choose isomorphic copies Wt' which 
are pairwise disjoint in case no operation is nullary; if there are nullary 
operations, let the Wt' be chosen in such a way that if a E At' n A/ (i1'j) 
then there exists a nullary polynomial symbol p for which (p)w, and (p)wf 

exist and a = (p )w; = (p )w;; and conversely, if for a nullary polynomial 
symbol p (p)w; and (p)w; exist, then (p)w; = (p)w; EAt' n A/; this can be 
done if and only if the following condition holds: 

(*) If P and q are nullary polynomials, i E J, and (p)w" (q)w, exist and 
(p )w, = (q)w" then for every j E J, (p )wf and (q)wf exist, and (p )wf = (q)wl . 

Let XI be the isomorphisms between the 2{1 and the W/. Form the partial 
algebra 0, where Q = U (At' ! i E J) and the operations are defined only 
inA/. 

Theorem 2. The free product of the WI' i E J, in the class K exists if and 
only if (*) and the following conditions are satisfied: 

(i) 0 has a maximal homomorphic image 0 in K; let X denote the 
homomorphism of 0 onto 0; 

(ii) if a, b E AI> a l' b, then aXiX l' bXiX; 
(iii) th(O) exists. 

Proof. Let us assume that the conditions are satisfied and let W denote 
the algebra th(O). Then .pi=XIX is a 1-1 homomorphism of 2{i into W. 
Since Q=QX=( U (AlxtiiEJ))X= U (AI.pdiEJ), it follows that A= 
[ U (Ai.pl! i E J)]. Hence, to prove that W is the free product, it remains 
only to establish (iv) of Definition 2. 

Assume that the hypothesis of (iv) of Definition 2 is satisfied. 
Define a mapping .p: Q -+ B by a.p=aXI-1fPl if a E AIXi' Then .p is a 

homomorphism of 0 into lB. Thus it factors through X, that is, there 
exists a homomorphism .p' of Q into B such that .p = X.p'. Since W is freely 
generated by the partial algebra 0, .p' can be extended to a homomorphism 
fP of W into lB. We only have to check that fPl =.plfP. Indeed, if a E AI' then 
a.plfP = aXIXfP = aXIX.p' =aXI.p = afPi' This proves the "if" part ofthe theorem. 

To prove the "only if" part, assume that the free product W exists. 
Then (*) is trivial. Define 

Q = U (AI.pti i E J), 
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let 0 be the relative subalgebra of ~ defined by Q and define the mapping 
X: Q ~ Q by (axl)x=aifsl' Then 0 is a homomorphic image of 0. and ~ is 
generated by Q. It remains to prove that ~ is freely generated by 0 and 
that 0 is a maximal homomorphic image of 0. in K. A homomorphism ifs 
of 0. into an algebra 58 in K is equivalent to a family of homomorphisms 
CPI of the partial algebras ~I into 58, the two being connected by the rel­
ation CPI = Xlifs· Since ~ is a free product of the ~I' there exists a homomor­
phism cP of ~ into 58 such that CPI = ifslCP' To prove that 0 is the maximal 
homomorphic image, we must verify that ifs=xcp. Indeed, if a E AI, then 
aXlifs = acpl = aifslCP = aXIXCP, from which we infer that ifs=xcp. 

To prove that 2! is freely generated by 0, take an arbitrary homo­
morphism A of 0 into 58 and set CPI = ifsiA. Since ~ is the free product of the 
~ll' there is a homomorphism cP of ~ into 58 such that CPI = ifslCP' The above 
relations imply that cP and A coincide on Q; hence cP is the required exten­
sion of A. This completes the proof of the theorem. 

Corollary 1 (R. Sikorski [1]). Let K be a class of algebras and let ~I E K, 
i E I. The free product of the ~I exists if the following conditions are satisfied: 

(i) ih(m) exists for some m~~ (lAd I i E I); 
(ii) H(K)s::K; 

(iii) there exists an algebra 58 E K and a family of 1-1 homomorphisms 
ifsl of ~i into 58 for all i E 1. 

Corollary 2 (D. J. Christensen and R. S. Pierce [1]). In Corollary 1, we 
can replace (i) and (ii) by P(K) s::K and S(K) s::K. 

Both corollaries are evident from Theorems 1 and 2. 
It should be noted that the proofs of Corollaries 1 and 2 are unneces­

sarily difficult within this framework. Obviously, to find convenient 
sufficient conditions for the existence of free products we do not have to 
go through the painful process of finding necessary and sufficient 
conditions. 

Examples and further results concerning free products will be given in 
the exercises. 

§30. WORD PROBLEM 

In this section, all algebras considered are of type 7', where 7' is a fixed 
finite type, that is, o( 7') < w. 

Let ~ be a finite set of identities and let R be another finite set of 
identities 

PI = 'II' 

i=O,···, k-l, where PI and 'II are n-ary polynomial symbols for some n. 
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If m is an algebra, ao, .. " an - 1 E A, and 

i=O, .. " k-l, then we write R(ao, .. " an- 1). 
The word problem is the following. Given ~ and R and two n-ary poly­

nomial symbols p and q, find an effective processt to decide whether 
p(ao,···,an-1)=q(aO,···,an-1) whenever ~{ is an algebra satisfying 
~ and ao,"', an- 1 E A satisfies R(ao,"', an- 1). In short, the word 
problem is solvable if there is an effective process which decides whether 
~ and R(ao,' ", an- 1) imply p(ao,"', an-1)=q(aO,"', an- 1). (In case of 
semigroups, polynomial symbols are usually called words. This explains 
why this problem is called" word problem".) 

We say that the word problem is solvable for ~ if it is solvable for any 
R, p and q. 

The embedding problem for ~ is the following. Given ~, find an effective 
process to decide whether a finite partial algebra m can be weakly em­
bedded in an algebra satisfying ~, where weak embedding means the 
existence of a 1-1 homomorphism. 

Theorem 1 (T. Evans [1], [3]). The word problem for ~ is solvable if and 
only if the embedding problem for ~ is solvable. 

The proof is based on the following lemma. 

Lemma 1. Let R be a finite set of n-ary identities. Then a finite partial 
algebra m and elements Zo, ... , Zn -1 E A can be effectively constructed such 
that R(zo,' ", Zn-1) and the following condition holds.lf'i8 is an algebra and 
bo, ... , bn -1 E B, then R(bo, ... , bn -1) if and only if the mapping Zi -+ bl , 

i=O, .. " n-l, can be extended to a homomorphism ofm into 'i8. 

Proof. First we define inductively the components of a polynomial 
symbol: 

(i) the component of Xi is Xi; 

(ii) the components of p=fy(Po,"" Pny-1) are P and the components 

of Po, "', Pny-1' 

t An "effective process" or "algorithm" is a finite set of rules which, if followed, 
will give us the answer in a finite number of steps. The Euclidean algorithm is, for 
instance, an effective process to determine the greatest common divisor of two 
integers. Since everybody knows an effective process when he sees one, a precise 
definition has to be given only when we want to prove the nonexistence of an effective 
process. For a discussion of various definitions of an effective process, see E. Mendel­
son, Introduction to Mathematical Logic, D. Van Nostrand Co., Princeton, N.J., 
1964, Chapter 5. 
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Note that the components of a polynomial symbol are themselves poly­
nomial symbols. 

Let A1 be the set of all components of Pi and qj' where pj = qj is in R, 
i=O,···,k-l, and all the Xj,i<n. For every qEA 1 , we introduce the 
symbol Zq; we will write Zj for zx,. We define the partial operations fy on 
these symbols as follows: if r=fy(ro, ... , rny -1), r, rj E A 1 , then 

For every i, we identify the symbols which correspond to Pi(ZO, .. " Zn-1) 
and qi(ZO, ... , Zn-l)' A is the set we get from A1 by performing these 
identifications, with the induced partial operations. 

~{ is finite, the construction is obviously effective, and, by construction, 
R(zo, ... , Zn -1)' The condition of Lemma 1 is obviously satisfied. 

Corollary. Under the conditions of Lemma 1, R(bo,' . " bn - 1 ) if and only 
if a homomorphic image of m can be weakly embedded in j8 such that Zj -+ bj 

for 0 ~ i < n under this embedding, where Zj is the image of Zi' 

Proof of Theorem 1. Let us assume that the embedding problem for ~ 
is solved and let R, p, q be given. Augment R by p = p and q = q and con­
struct (effectively) the partial algebra m of Lemma 1 for this augmented 
set. If p(zo," ., zn-1)=q(zO," " zn-1) in m, then ~ and R(zo," ., Zn-1) 
imply p(zo, ... , Zn -1) = q(Zo, ... , Zn -1)' Otherwise let mo, ... , mk -1 be all 
homomorphic images of m such that 

p(zo, .. ·,Zn_1) =f. q(zo,· .. ,Zn-1), 

where Zj denotes the homomorphic image of Zi' Decide for each mi whether 
or not it is weakly embeddable in an algebra satisfying~. If for some i the 
answer is yes, then ~ and R do not imply p = q; if for all i the answer is no, 
then~ and R do imply p=q. 

To prove the converse, assume the word problem for ~ is solved. Let m 
be a finite partial algebra; let ao, .. " an - 1 be the elements of A. Let R be 
the finite set of n-ary identities consisting of all identities of the form 

where 

holds in m. 
Let 0 be the minimal congruence relation of ~(n)( 7') such that 

fP: aj -+ [Xj] 0 

is a homomorphism of m into ~(n)( 7')/0 and the latter satisfies ~. (0 is the 
join of all 0(p(ro,' . " rm - 1 ), q(ro, .. " rm - 1 )), where p=q is in ~ and of all 
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0(p, q), where p=q is in R.) m can be weakly embedded in an algebra 
satisfying ~ if and only if rp is 1-1. Therefore, we can decide the weak 
embeddability by checking whether ~ and R imply Xj=Xj for i1'j, which 
completes the proof of Theorem 1. 

Let 5B be an algebra satisfying ~ and let m be a relative subalgebra of 5B. 
Then m satisfies the following two conditions: 

(i) if ao,···, an - 1 E A, p(ao,·· ., an - 1) and q(ao,· .. , an - 1) are defined 
in m, where p, q E p<n)(T) and p=q E~, then 

p(ao,···,an - 1) = q(aQ,···,an _ 1); 

(ii) if ao,···,an_1EA, p,qEP<n)(T), q=fy(qo,···,qny-l)' qQ, ... , 

qny_1EP<n)(T), p(ao,···,an - 1), qj(ao,···,an - 1), i=O,·.·,ny-l, are all 
defined in m and p=q E~, then q(ao,· .. , an - 1) is also defined. 

A partial algebra satisfying (i) and (ii) will be called a partial ~-algebra. 
Let m be a partial algebra. We will say that m can be strengthened to a 

partial ~-algebra if m is a weak subalgebra of a partial ~-algebra <A; F'), 
that is, if we can make m a partial ~-algebra by extending the domain of 
the partial operations. 

Lemma 2. There exists an effective process which decides whether or not 
a finite partial algebra Q( can be strengthened to a partial ~-algebra. 

Proof. If~ violates (ii), then we define q(ao,·· ., an-1)=p(aO,· •• , an- 1). 
Since we have a finite number of elements and a finite number of opera­
tions, in a finite number of steps we get a partial algebra <A; F') which 
does not violate (ii). Thus, ~ can be strengthened into a partial ~-algebra 
if and only if <A; F') does not violate (i). 

Theorem 2 (T. Evans [1]). Let us assume that every finite partial ~­
algebra can be weakly embedded in an algebra satisfying ~. Then the word 
problem for ~ is solvable. 

Indeed, by the assumption and Lemma 2, the embedding problem for 
~ is solvable and thus by Theorem 1 the word problem is also solvable. 

EXERCISES 

1. Give an upper bound for IFK(a)1 in terms of T and a. 

2. Determine the free lattices with 1 and 2 generators and the free Boolean 
algebras with 0 and n (> 0) generators. 
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3. Detennine the free semigroup and the free group on n generators. 
4. Let K be the equational class generated by the cyclic group of order p 

(prime). Determine ~K(a:). 
5. Let K be the class of Abelian groups. Prove that ~K(a:) is isomorphic to 

the weak direct product of a: copies of the group of integers. 
6. Let K be an algebraic class. Set E(K) = {a: I ~K(a:) exists}. Let us assume 

that K is closed under the formation of direct limits and subalgebras. 
Prove that E(K) is either the class of all ordinals or E(K) = {k I k ;:i! n}, 
where n is a finite ordinal. 

7. Let K be a class of algebras. Let ~, ~ E K, rp a homomorphism of ~ onto 
~, and I/J & homomorphism of ~K(m) into}& Thent there exists a homo­
morphism X of ~K(m) into 21 such that X'P =I/J. 

8. Prove that (i)-(v) of Definition 26.2 are independent, that is, if i ;:i! a;:i! v, 
then (i)-(v) without (a) do not imply (a). 

9. Prove that the dual of 2( T) (the lattice of equational classes) is an alge­
braic lattice. 

10. Prove that the class of Boolean algebras is equa.tionally complete. 
11. (J. Kalicki and D. Scott [1]) Prove that the following algebras ~" 

i = 1,···, 5 of type (2) are equationally complete and detennine the 
class K, generated by 21,. A,={O, I} for 1 ;:i!i;:i!4 and +, is defined as 
follows: 

+1 0 1 +2 0 1 

0 0 0 0 0 0 

1 0 1 1 

+3 0 1 +4 0 1 

0 0 1 0 0 0 

1 0 1 0 0 

21s has p elements for some prime p, As = {O, ... , P -I} and + s is addition 
modulo p. 

12. (J. Kalicki and D. Scott [1]) Let K btl an equationally complete class of 
algebras of type (2) in which the associative law holds. Prove that K = K, 
for some K, in Ex. 11. 

13. (D. Scott [1]) Prove that the algebra 21 is equationally complete if and 
only if the following conditions are satisfied for some n> 1: 

(i) 21 has more than one element; 
(ii) if ~ is a homomorphic image, with more than one element, of 

~(n)(21), then ~(n)(~) is isomorphic to ~(n)(~); 
(iii) ~ is in the class generated by ~(n)(~). 

t In contrast with the categorical characterizations of algebraic constructions, this 
exercise is not a categorical characterization of free algebras. To give an example, let 
!ll be a ring with identity, m. the ring of n x n matrices over lJI, and K the class of 
unitary left mn modules (n> 1). Then m' as an m. module is in K and satisfies the con­
ditions of Ex. 7 but it is not isomorphic to lJK(m) for any m, though all lJK(m) exist. 
Algebras satisfying the conditions of Ex. 7 are called projective. 
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14. (D. Scott [1]) Let m: have k elements and m = k 2 • Prove that ld(m:) has at 

most 2mm equationally complete extensions. 
15. For a class K of algebras, let Idn(K) denote all identities p = q, with 

p, q E p<n)(T), satisfied by the algebras in K. Prove that K is an equational 
class if and only if K = n (ldn(K)*! n < w). 

16. For an equational classK, set v(K)=min{n! (ldn(K))*=K}. Prove that 
Id(K) has a finite basis if and only if v(K) < w. 

17. Prove that an algebra m: belongs to (ldn(K))* if and only if every sub· 
algebra of m: generated by n elements belongs to (ldn(K))*. 

18. For an equational class K, C(K) = K if and only if v(K);£ 1. (For the 
definition of C, see the text preceding Ex. 3.70. The result is from 
G. Gratzer [9].) 

19. Find an equational class K for which v(K) = w. 

20. Let K be the class of lattices. Prove that v(K) = 3. 
2l. (T. Evans [2]) Let K be an equational class of algebras of type T. Let 

o( T);£ No and let us assume that every countable algebra in K can be 
embedded in an algebra of K generated by m « w) elements. Prove that 
for some n < w, i:h(w) is isomorphic to a sub algebra of th(n). 

22. Let K be an equational class. Prove that K = HSP({ih(n) In < w}). 
23. Let K be equationally complete. Prove that K = HSP({5'K(2)}). 

24. For an equational class K, set f(K) = min {n ! K = HSP({5'K(n)})}. Let Kl 

be the class of distributive lattices and K2 the class of Boolean algebras. 
Prove thatf(K l )=2 andf(K2 )=0. 

25. Let K be the class of lattices. Prove that f(K) = 3. 
26. Find an equational class K for which v(K) =l-f(K). 
27. Prove that Ex. 3.92 does not hold for equational classes defined by a 

finite set of identities. (See the reference given in Ex. 3.92.) 
28. Let K be an equational class defined by a finite set of identities. Then 

there exists an equational class Kl defined by four identities such that 
Sp(K)=Sp(Kl ). (Hint: if K is defined by the identities p,=qt> O;£i<n, 
then take two new binary operation symbols V and -; define Kl by the 
identities 

Xo - (Xl - (X2 - (xo - Xl))) = X2' 
Xo V (Xl V X2) = (Xl V xo) V (X2 V X2), 

xoV(xo-xo)=xo, 

( ... «Po-qo) V (Pl-qd) V ... ) V (Pn-l-qn-l)=Xo-Xo· 

It is proved in G. Gratzer [12], that these four identities can be replaced 
by two, which was improved to "one", by B. H. Neumann [3].) 

* * * 
In Ex. 29-33 m: denotes an algebra of type <0,2>, fo will be denoted by 

0, fl by .. A = {O, e, bl> b2 , c, dl , d 2 }; • is defined by ce = c, cbj = d j, dje = d j, 
djbk = d j (j, k = 1, 2), xy = 0 in all other cases and (O)~ = O. See R. C. Lyndon [2]. 
29. Prove that the following identities l; hold in m:: 

(AI) Oxo=O 
(A2 ) xoO=O; 
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(A3) :1:0(:1:1:1:111) = 0; 
(B,,) « ... «:I:o:l:1)~)' .. ):Itn-1):I:o= 0 (n= 1,2,· .. ); 
(C,,) « ... «:1:0:1:1):1:111'" ):Itn-1)X1= ( ... «:I:oX1)XIII)'" ):1:,.-1 (n=2, 3,·· .). 

30. If p = q holds in ~ and p, q E P<")( T), then p = q follows from (A1)' (All)' 
(A3)' (Bm), (Cm) with m;:1i n. 

31. Every polynomial symbol p equals 0 or a left-associated product, 
( ••• (lEtOlEt1 )lEt2 ••• )lEtm- 1 as a consequence of l:. 

32. A left-associated product p = ( ... (lEto . lI:ll )lEt2 ••• )lEtm _ 1 has property P" if 
p E P<") and each Xi (0 <j < n) which occurs in p, occurs at least once to the 
left of the second occurrence of:l:o. Prove that if p = q follows from l:" and p 
has property P ", then so has q, where l:" is (AI), (Bm), (Om), i = 1,2,3, 
m<n. 

33. Prove Theorem 27.4. (Hint: the left-hand side of B" has property P" and 
o does not have P".) 

• • • 
34. (W. Sierpinski [1]) Prove that every n-ary function is a composition of 

binary functions. 
35. Let ~ be a finite algebra. ~ is primal if and only if \l3(2)(~) is isomorphic to 

~IAI2. (Sioson [3].) 
36. (Foster [2]) Let (G;.) be a group, G={go,"" g"-l} and A=G u {O}. 

Then (A;·,') is a primal algebra if the operations are defined as follows: 
O'gl=gl'O= 0,0' =go, g,c' =g"+l if k<n-l and g~-l = O. 

37. Every finite field of prime order (F; +, " 1) is primal. 
38. (E. L. Post [1]) Let 58 = (B; V, A,', 0, I) be 8 two element Boolean 

algebra. Let I be an n-ary function on B. I preserves the 0 if 
1(0, ... , 0) = 0;1 preserves 1 if/(I, ... , 1)= 1;/islinearif/(axo,"" ax"-l) 

=al(xo,"" X"_l) and I(xo,"" XI+Y"'" x,,)=/(xo,"', Xl>"', x,,) 
+/(xo,""Y""'x,,) (where a+b=(a'Ab)v(aAb'»;1 is self-dual if 
I(xo',···, x~-l)'=/(xo,"" X"-l); I is monotone if XI;:£YI O;:£i<n imply 
I(xo,"" x,,-l);:1i/(yo,"" Y"-l)' Prove that (B;/o," ,,1,,) is primal if 
and only if some II does not preserve 0, some Ii does not preserve 1, some '" 
is not linear, some/l is not self-dual, and some/m is not monotone (O;:1ii, j, 
k, l, m<n). 

39. Find 8n equationally complete algebra which is not primal. 
40. Define a weakly primal algebra ~ as a finite algebra with more than one 

element with the property that every function on A is an algebraic 
function. Prove that every weakly primal algebra is simple. (See A. L. 
Foster [2], where the term "functionally complete" algebra is used.) 

41. Prove that every finite Boolean algebra with more than one element is 
weakly primal. 

42. If p and q are algebraic functions, p=q is called an algebraic identity. 
Prove the following variant of Theorem 27.5: Let ~ be a weakly primal 
algebra and 58 an extension of ~. If every algebraic identity which holds 
in ~ holds in 58 8S well, then 58 is a normal subdirect power of~. 

43. Let ~ be an algebra. The representations of~ as a normalsubdirect power 



EXEROISES 193 

of some algebra are in 1-1 correspondence with sets {e,1 i E I} of endo­
morphisms of~ satisfying the following conditions: 

(i) e,eJ=e,foralli,jEI; 
(ii) if x, YEA, x;f.y, then xe,;f.ye, for some i E I; 

(iii) there exists a 4-ary function T on A such that if T(a, b, c, d) = e, then 
eel =de, for ae, ;f.be, and ee,=ce, for ae,=be,. (M.1. Gould and G. Gratzer [1).) 

44. (Mal'cev [5]) Let K be an algebraic class. Prove that all ih(a, il) exist if 
and only if S(K) ~K and P(K) ~K. 

45. Prove that the maximal homomorphic image ,0' of the partial algebra 
,0 in the class K is unique up to isomorphism. 

46. Prove Theorem 29.l. 
47. Assume that trK(I) and trK(m) exist. Prove that trK(m) is the free product 

of m copies of trK(I) over K. (R. Sikorski [1].) 
48. Prove directly Corollaries 1 and 2 of Theorem 29.2. 
49. Let Kl and K be algebraic classes, Kl ~ K. Let ~, E K for i E I and let ~ 

be the free product of the ~, over K. Assume that ~ and m, are maximal 
homomorphic images of ~ and ~, in K 1 , respectively. Prove that the free 

product of the W, in Kl exists, and it is isomorphic to §'r. (A. I. Mal'cev 
[10]). 

50. Show that the embedding problem is trivial for lattices and apply Theorem 
30.2 to show that the word problem is solvable. 

5l. Show that the word problem is solvable for distributive lattices and apply 
Theorem 30.1 to show that the embedding problem is solvable. 

52. Show that all the results of Chapter 4, with the exception of §30, hold for 
infinitaryalgebras. 

53. Can (i) of Theorem 28.1 be replaced by the following condition: (i/) For 
a, b E A, a;f.b, there exists a homomorphism ffJ of.~ into some algebra 58 
in K, such that ~;f.bffJ? 

54. Let K be an equational class and ~, E K for i E I. The free product of the 
~" i E I, in K exists if and only if all ~, can be embedded in some 58 E K. 

55. Assume that P(K) ~ K and each ~,E K, i E I has a one element sub­
algebra. Prove that the condition of Ex. 54 is satisfied. 

56. Show that the homomorphism 'P of Definition 29.2 is unique. 
57. Prove that the free product is "associative". That is, if 

and if58J is the free product of the algebras ~" i E I J, then the free product 
58 of the algebras 58 J' j E J, is isomorphic to the free product of the algebras 
~" i E I (whenever all these products exist). 

58. Let 58" i E I be Boolean algebras of more than one element and 58 the free 
product of the 58" i E I. Let T(58,) and T(58) denote the Boolean space 
(Stone space) associated with 58, and 58, respectively (see, e.g., G. Birkhoff 
[6]). Show that T(58) is the topological product of the T(58,), i E I. 

59. Show that the homomorphism 'P of Definition 29.2 is onto if and only if 

B=[ U (A'ffJd i E I)]. 
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60. Let K be a class of algebras. The K-product ~ of a family of algebras 
(~II i e I) of K is defined as follows: 

(i) ~ eK; 
(ii) there exist homomorphisms t/JI of ~ onto ~I; 

(iii) if~ e K and '1'1 is a homomorphism of~ into ~I for i e I, then there 
exists a unique homomorphism 'I' of ~ into ~ such that CPI = cplft. 

Show that P(K)S;;K implies the existence of the K-product of any 
family of algebras in K. 

61. Give an example of a class in which K-products exist, but direct products 
do not. 

62. Consider the following definition of K-products. The algebra ~ is the 
K-product of the algebras (~II i e I) of the class Kif: 

(i) ~eK; 
(ii) there exists a family (01 1 i e I) of congruences defined on ~ such 

that n (0d i eI)=w and ~/01;;;:' ~I for i eI; 
(iii) if ~ e K and t/JI is a homomorphism of ~ into ~I 01 for i e I, then 

there exists a homomorphism 'I' of ~ into ~ such that .pI = cprp" where CPI 
is the natural mapping of A onto A101• 

We say that the homomorphisms CPt of Q: into ~" i e I 8eparate pointB if 
for x, yeO, XCPI = YCP, for all i e I implies x = y. Show that the definition of 
K-product in Ex. 60, and the fact that the CPI in that definition separate 
points, is equivalent to the above definition of the K-product. 

63. (G. C. Hewitt [1]) Let K be a class of algebras. Assume that H(K) S;; K and 
that free products in K exist. Let ~I e K for i e I and Q: e K and CPI be a 
homomorphism of Q: onto ~I for i e I. Prove that the K-product of 
(~II i e I) exists. 

64. (G. C. Hewitt [1]) Let us assume H(K)S;;K, S(K)S;;K and that every 
algebra in K has a one element subalgebra. Then a given subset of K 
has a free product in K if and only if it has a K-product. 

PROBLEMS 

32. Characterize the lattices £( 7), i.e., give necessary and sufficient condition 
on a lattice £ to be isomorphic to some £(7). Characterize the lattice of 
equational classes of lattices, groups and rings. 

33. Determine the number of atoms of £(7). 
34.t Let K be an equational class which can be defined by a finite set of 

identities. Let D(K) be the set of those integers n such that K can be 

t In January 1968, the author recieved a prepublication copy of "Equational 
Logic and Equational Theories of Algebras," by A. Tarski, which is to appear in the 
Proceedings of the 1966 Hannover Logic Colloqium. In this paper solutions to 
Problems 34 and 35 are announced. 
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defined by an independent set l: of n identities. (The independence of l: 
means that l:l* #- K for l:l c: l:.) Characterize D(K). 

35.t Characterize D(K) for the class of all rings, lattices. 
36. Find an algebraic characterization of the smallest element of D(K). 
37. Which pairs can be represented as <v(K),j(K» for some equational 

class? (See Ex. 15-26.) 
38. Characterize the spectra of equational classes defined by finite sets of 

identities. (See Ex. 3.92, 3.93, 4.27, and 4.28.) 
39. Find classes K of "small" finite algebras such that {m I m E K, Id(2l) has 

a finite basis} = {2lI m E K, HSP(2l) =IPsHS(2l)}. 
40. Characterize equational classes K in which < 0, <1» ---;. 0 x <I> is an iso-

morphism between <t(2l) x <t(58) and <t(2l x 58) for any m, 58 E K. 
41. Let K be an equational class, 211 E K, i E I and P the set of all finite non­

void subsets of 1. For 8 E P let 2l. be the free product of the 2lb i E 8. Let 
us assume that (a) all 2l. exist; (b) every algebra K has a one-element 
subalgebra determined by the polynomial symbol o. Then there is a 
natural homomorphism from m. into 2lt if ts 8 so we can form the inverse 
limit m (for groups this construction is due to G. Higman) 

(a) Describe the structure of 2l; 
(fJ) Let 2l1~ ih(l) for all i E I; prove that 2l is not free over K. 

42. Let <Cl' C2' ••• , Cn' ••• > be a sequence of nonnegative integers. Under what 
conditions can one find an equational class K such that Cn = IFK(n)l? 

43. Characterize the congruence lattices of free algebras. 
44. Let K be an equational class and L = {I.t(m) 12l E K}. Characterize L as a 

class of lattices. 
45. Find a finite (modular) lattice whose identities have no finite basis. 
46. Is there a finite algebra m such that all elements of 2l are algebraic con­

stants and the identities of 2l have no finite basis? 
47. If the identities of2l and 58 have (no) finite basis, under what conditions is 

the same true of 2l x 58 ? 
48. Let K be an equational class of infinitary algebras. Define O(K) = 

{m I there exists m E K, I A I = m}. Characterize 0 (K) as a class of cardinals. 
(See the author's abstract, Notices Amer. Math. Soc. 14 (1967), 73.) 

t See footnote on p. 194. 



CHAPTER 5 

INDEPENDENCE 

In this chapter we investigate the bases of free algebras. A set of 
elements H of an algebra ~ is independent if the subalgebra generated by 
H is free over the equational class generated by ~. The basic results are 
given in §31. Then we investigate classes of algebras in which independence 
has special properties. Some invariants of finite algebras are then con­
sidered after which we discuss the system of independent sets of an 
algebra. Two generalizations of independence are also considered. 

§31. INDEPENDENCE AND BASES 

Let K be a class of algebras and let us consider the free algebra ~'h(a) 
with Ii generators over K having the free generating family (X, I y < a). 

Proof. Let {XII i E I}c{xy I y<a} and suppose X6 ¢ {XII i E l}. If {XII i E I} 
is a generating set, then we have X6=P(Xlo'···' Xln_l)' where iJ E I and p 
is an n-ary polynomial symbol. Consider an arbitrary mapping 
x, - a,(E FK(a)), y < a, y#: 8, and map X6 onto any element different from 
p(alo'···' aln _ 1 ). This mapping cannot be extended to an endomorphism 
of ih(a) because, if cp were such an extension, then we would have 

contradicting p(alo '· •• , aln _ 1)#:x6CP. 
It remains to show that if a= 1, then {xo} is :/+ -independent. Indeed, 

if {xo} is :/+ -dependent, then Xo is constant in ih(I), implying that 
there exists exactly one endomorphism of ih(l) contradicting I FK(I) I > 1. 

Lemma 2. Let ~ be an algebra, IAI > 1, and let {xd i E I} and {YJ Ii EJ} 

be :/+ -independent generating 8ets of ~. If III!?; No, then IJI!?; No and 

III=IJI· 
196 
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Proof. For any y"j EJ, there exists a finite Y,£{xil i E I} such that 
Yf E [YfJ· 

Let Y = U (Yf Ij E J) £{xd i E I}. Obviously, Y is a generating set; 
therefore, Y = {XI I i E I}. If J is finite, so is Y, which is a contradiction. If 
IJI ~ No, then I YI ~ IJI; thus, III ~ IJI· Similarly, IJI ~ IJI, which proves 
that III = IJI. 

Combining Lemmas 1 and 2, we have the following result. 

Theorem I. Let ~K be a free algebra over the class K. If {xII i E I} and 
{Yf I j E J} are free generating sets of 'ih and III ~ No, then III = IJI. 

In a special case, we can extend the results of Theorem 1 to finite free 
generating sets as well. 

Theorem 2. Let ~K be a free algebra with more than one element over the 
class K which has a finite algebra of more than one element. If {Xi liE I} and 
{Yf Ij E J} are free generating sets of ~K' then III = IJI. 

Proof. If III ~ No, then 111= IJI by Theorem 1. Assume that I II < No. 
Let ~ be a finite algebra in K of m elements, m=f 1. 

The number of homomorphisms of ~K into ~ is the same as the number 
of mappings of {xd i E I} into '11, that is, mill. Similarly, we get that the 
number of homomorphisms is mill, which implies that III = IJI. 

Definition I. Let ~ be an algebra. The set {all i E I} £ A is called inde­
pendent if 1= 0 or it is a free generating set of the algebra 

([{at liE I}]; F> 

over the equational class generated by ~. {all i E I} is dependent if it is not 
independent. An element a E A is self-dependent if {a} is dependent. 

The following is a restatement of Lemma 1. 

Corollary. Independence implies y>+ -independence m any algebra of 
more than one element. 

Definition 1 (in an equivalent form) is due to E. Marczewski [2], who 
observed that many different concepts of independence used in different 
branches of mathematics are special cases of this definition; for examples, 
see the exercises at the end of this chapter. 
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Theorem 3. Let ~ be an algebra with more than one element and let 
ai' i E I, be distinct elements of A. Then the following conditions are equiv­
alent: 

(i) {ai liE I} is an independent set; 
(ii) every finite subset of {ai liE I} is independent; 

(iii) every mapping at ---+ bi E A, i E I, can be extended to a homomorphism 
of <[{ai liE I}]; F) into ~; 

(iv) if p,qEP<n)(T) and p(aio,···,atn_1)=q(ato,···,atn_1)' ijEI, then 
p(bo,· .. , bn - 1 )=q(bo,· .. , bn - 1 ) for all bi E A; 

(v) if p and q are n-ary polynomials over ~ and p(aio '· .. , ain _ 1)= 

q(ato '·· ., atn _ 1)' then p=q. 

Proof. (iv) and (v) are equivalent by the definition of a polynomial. 
The equivalence of (i) and (iii) follows from Theorem 24.5. (iii) and (iv) are 
equivalent by Theorem 12.2. Finally, (iii) implies (ii) and (ii) implies (iv) 
are trivial. Thus, all the conditions are equivalent. 

Corollary. {ao,·· ., an - 1} is independent if and only if p(ao,···, an - 1 )= 
q(ao, ... , an - 1 ) implies p(bo, ... , bn -1) =q(bo, ... , bn _ J for all bt E A. 

Definition 2. A generating set {at liE I}, I =I- 0 is a basis of the algebra ~ 
if it is independent. 0 is a basis of ~ if all elements of ~ are constants. 

In other words, a basis is a free generating set of the algebra over 
the equational class generated by it. 

Corollary. If an algebra has an infinite basis, then all bases are infinite and 
have the same cardinal number. 

Proof. By Theorem 1 and Definition l. 

Theorem 4 (E. 1I1arczewski [5]). Let ~ be an algebra with more than one 
element. If ~ has bases with different cardinal numbers, then all bases of ~ 
are finite and the numbers n for which there is a basis of n elements form an 
arithmetic progression. 

Proof. It suffices to prove that if I}l has bases {ao,···, ap -l}' 
{bo, ... , bq -1} and {co, ... , cq + r -1}, then there exists a basis consisting 
of p + r elements. Set C = [co, ... , cq _ d. Then there exists an isomorphism 
q; of I}{ with Q: such that biq;=ci. We will prove that 



§31. INDEPENDENCE AND BASES 199 

is a basis of ~. Obviously, this is a generating set. To show that these 
elements are independent, consider the mapping ifs: 

ap-1CP ~ dp_ l , 

cq ~dp, 

where do,"" dp - v dp , •• " dp + T - l EA. Since {ao,"" ap - l } is inde­
pendent, there exists an endomorphism X of ~ such that ajx = d j , 

i=O," ',p-l. Set p=cp-1X' Then 

(ajcp)p = (ajcp)cp-1X = ajX = d j • 

Set d/ = CjP, i = 0, .. " q -1, and consider the mapping 0: 

Cq _ l ~ d~_l' 

cq~dp, 

Since {CO,"" cq + T - l } is independent, 0 can be extended to an endo­
morphism 0'. 

Note that CiO'=CIP, O~i<q; thus, 0' and P coincide on C. Therefore, 

that is, 0' extends ifs to an endomorphism, which concludes the proof of 
Theorem 4. 

To illustrate Theorem 4, let K be the equational class of all algebras 
~=(A;F), where F=(h,(jo,(jl) is of type (2,1,1), satisfying the 
identities 

h(go(xo), gdxo)) = Xc, 

go(h(xo, Xl)) = xc, 

gl(h(xo, Xl)) = Xl' 

First we show that K contains an algebra having more than one 
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element. Let A be an infinite set; then there exists a 1-1 mapping cp of A 
onto A2. Let 

and 

<x, y)cp-1 = h(x, y). 

This defines h, go, and gl on A and m: obviously satisfies the identities. 
Let ~K(I) be the free algebra with one generator x over K. We claim that 
go(x) and gl(X) form a basis for ~K(I). They indeed generate it since 
h(go(x), gl(X)) =x. To prove the independence, consider the mapping 
go(x) ~ a, gl(X) ~ b. Set c=h(a, b). Then there exists an endomorphism 
t/s with xt/s=c. Compute: go(x)t/s=go(xt/s) =go(c) =go(h(a, b))=a and simi­
larly gl(x)t/s=b. 

Thus, ~K(I) has bases consisting of one and two elements, respectively; 
therefore by Theorem 4, it has a basis consisting of n elements for each 
positive integer n. 

The proof of Theorem 4 yields the following result, which is well known 
for vector spaces: 

Exchange Theorem. Let m: be an algebra. Let X, Y, and Z be subsets of 
A, X n Y = 0, such that X V Y and Z are independent and [Y)=[Z). 
Then X V Z is independent. 

Theorem 5. (A. Goetz and O. Ryll-Nardzewski [I)). Let m: be an algebra 
which has a basis consisting of n > ° elements. Then m: has a basis consisting of 
m> ° elements if and only if there exist n-ary polynomial symbols go, ... , 
gm -1 and m-ary polynomial symbols ho, ... , h n -1 such that the following 
identities hold in m:: 

gt(ho(xo,···, xm- 1),···, h n- 1(xo,···, xm-1)) = Xj, 

~(go(xo,· .. , xn- 1),···, gm-1(XO'·· ., xn-d) = Xj. 

Proof. Let {ao, ... , an - 1} be the n-element basis. If {bo,·· ., bm - 1} is 
also a basis, then bt =gt(ao, ... , an - 1) and at =ht(bo, ... , bm - 1). The identi­
ties for gt and hj are obviously satisfied. On the other hand, if we have the 
gt and h j satisfying the identities, then we define the m-element basis by 
bt =gt(ao, ... , an - 1). One can prove that {bo, ... , bm- 1} forms a basis in the 
same way as in the example. 

The converse of Theorem 4 was proved by S. Swierczkowski[3). Namely, 
he proved that for any arithmetic progression n + kd, k = 0, 1, 2, ... , n> 0, 
d > 0, there exists an algebra m: such that {m I m: has an m element basis} = 
{n+kdlk=O, 1,· .. }. The special case n<I+d was settled first by 
A. Goetz and C. Ryll-Nardzewski [1]. 
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§32. INDEPENDENCE IN SPECIAL CLASSES OF ALGEBRAS 

In this section we will study various classes of algebras in which inde­
pendence has several properties of independence in vector spaces. The 
investigation of these classes of algebras was proposed by E. Marczewski 
[3] and was carried out mostly by Marczewski himself, K. Urbanik, and 
W. Narkiewicz. 

Definition 1. Let (A; F) = <;Jl be an algebra and let p,q E P")(<;Jl). We say 

that p and q can be distinguished by XI if there exist ao,"', a"-i' at' EA 
such that 

and 

Corollary. If the n-ary polynomials p and q over <;Jl cannot be distinguished 
by any XI' then either p=q or p(ao,···,a,,_i);fq(ao,···,a,,_i) for all 

a o,"', a"-i EA. 

Example: Let 6=(8; +",0, I) be a field. A vector space ~= 
(V; +, {fsls E S}) over 6 is defined as usual; f. is a unary operation, 
namely, left multiplication by s. Every n-ary polynomial of ~ can be 
written in the form 

It is obvious that 2:f,;J SjXj can be distinguished from "Lr;J tjXj by x f if 
and only if sf;ftf. In this case, two polynomials are equal if and only if 
they cannot be distinguished by any Xj' 

Definition 2. An algebra <;Jl = (A; F) is called a v-algebra if for every 
n>O and p, q E P")(<;Jl) that can be distinguished by X,,_i, there exists an 
rEP"-l)(<;Jl) such that p(ao,"',a,,-l)=q(aO,"',a,,_l) if and only if 
a"-i =r(ao,' .. , a"_2)' If there are no nullary operations, P<O)(<;Jl) stands for 
pi.O)(<;Jl). 

Example: In the case of a vector space ~, the condition means that 
sn-i;ftn- i andr=I/(sn_i-tn_i) "Lr;;(f (tj-sj)xj. Thus ~ is a v-algebra. 

Definition 3 (W. Narkiewicz [1]). The algebra <;Jl is called a v*-algebra 
if it has the following two properties: 

(i) if a is not constant in <;Jl, then {a} is independent; 
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(ii) if n> 1, {ao,' .. , an-l} is independent, and {ao,"" an-l> an} is 
dependent, thent 

an E [ao, ... , an-l]' 

Note that if the algebra has more than one element and {a} is indepen­
dent, then a is not constant in ~. Thus, in the case of v*-algebras with 
more than one element, a is not constant in ~ if and only if {a} is inde­
pendent. 

Definition 4 (W. Narkiewicz [3]). An algebra ~ is called a v**-algebra 
if [/+ -independence implies independence. 

Let us recall that if IA I> 1, then independence always implies [/+­

independence. Thus, an algebra with more than one element is a v**­
algebra if [/+ -independence is equivalent to independence. 

Examples of v-, v*·, and v**·algebras will be given in the Exercises. 

Theorem 1. A v-algebra is also a v*-algebra and a v*·algebra is also a 
v**-algebra. 

Proof. Obviously a one·element algebra is a v-algebra, a v*-algebra, and 
a v**-algebra, all conditions being vacuously satisfied. Therefore, in the 
proof, we can assume that the algebra ~ has more than one element. 

Let ~ be a v-algebra. If a E A and {a} is dependent, then there exist 
p, q E P(l)(~) such that p'#q and p(a) =q(a). This implies that p and q can 
be distinguished by xo. Thus, there exists an r E p(1.0)(~) such that 
p(xo) =q(xo) if and only if X o =r. Therefore, r=a; that is, a is constant in 
~, proving (i) of Definition 3. 

If n>1,{ao, .. ·,an_l} is independent, and {ao, .. ·,an-l,an} is de­
pendent, then there exist p, q E p(n + l)(~) such that p '# q and 

p(ao, ... , an) = q(ao, ... ,an)' 

We claim that p and q can be distinguished by xn . If this were not true, 
then we would have p(ao,' .. , an-l, x)=q(ao,' .. , an-l' x) for every x E A 
and in particular p(ao, ... , an-l' an- d =q(ao, ... , an-l, an-I)' This implies 
by the independence of {ao,···,an- I} that p(bo,···,bn-I,bn-I)= 
q(bo, ... , bn- I, bn- I) for all bo, ... , bn- I EA. Since for some bo, ... , bn-l> 
bn, we have p(bo,"" bn- I, bn),#q(bo,"', bn- I, bn), we get that p and q 
can be distinguished by xn • 

Thus, for some r E p(n)(~), we have an =r(ao, ... , an-I), which proves 
(ii) of Definition 3. 

Now let ~ be a v*-algebra and let {ao, ... , an -l} be [/+ -independent. 
Let n = 1; {ao} is [/+ -independent, so, by definition, ao is not constant in 

t To simplify the notation we shall write [ao,"" an-l] for [{ao,"" an-l}] 
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~, which implies by (i) of Definition 3 that {ao} is independent. Let n> 1. 
Now ao 1: [aI' ... , an-I], therefore ao is not constant in ~. Thus, by (i) of 
Definition 3, {ao} is independent. Let 0 ~ i < n -1 and assume that 
{ao, ... , ai} is independent. If {ao, ... , ai' ai + I} is dependent, then, by (ii) 
of Definition 3, ai+ 1 E [ao, ... , aJ, contradicting Y+ -independence. Thus, 
{ao,·· ., an-I} is independent, which was to be proved. 

Examples show that there are v*-algebras which are not v-algebras and 
v**-algebras which are not v*-algebras (see Exercises). 

Theorem 2. The property of being a V-, v*-, or v**-algebra i8 pre8erved 
under the formation of 8ubalgebra8. 

Proof. Let \8 be a subalge bra of~. As in the proof of Theorem 1, we can 
assume that IBI i= 1. If p and 'q are n-ary polynomial symbols and the 
induced polynomials of \8 can be distinguished by X n - 1, then the same 
holds in ~ and the statement holds for v-algebras trivially. 

Let ~ be a v*-algebra. We observe that if {ao,···,an _ 1}s;:B, then 
{ao, ... , an-I} is independent in \8 if and only if it is independent in ~. 
(Proof is by induction on n as in the proof of Theorem 1.) This implies 
Theorem 2 for v*-algebras, while for v**-algebras it is trivial. 

Corollary. Supp08e there are n> 0 independent element8 in ~. If ~ i8 a 
V-, v*-, v**-algebra, then 80 i8 \I3(n)(~). 

The same statement holds for arbitrary n in case of v-algebras. 

Theorem 3 (E. Marczew8ki [3]). If ~ i8 a v-algebra, then \I3(n)(~) i8 a 
v-algebra for all n> O. 

Proof. Let p and q be n-ary polynomial symbols. Let p and q denote the 
polynomials of ~ induced by p and q and let po and qO denote the poly­
nomials of \I3(n)(2l) induced by p and q. We claim that if po and qO can be 
distinguished by xn -1' then the same holds for p and q. Indeed, by assump­
tion, there exist n-ary polynomials ro, ... , rn- 1 , r~_l over 2l such that 

pO(ro,···, rn- 1 ) = qO(ro,···, rn-Il, 
and 

pO(ro, ... , r~ -1) i= qO(ro, ... , r~ -1)· 

Thus, there exist ao, ... , an -1 E A such that if we set bi = ri(aO' ... , an - Il 
and b~_l=r~_l(aO'···' an-I)' then p(bo,···, bn- 1 )=q(bo,···, bn- 1 ) and 
p(bo,···, b~_l)i=q(bo,···, b~_l)' which was to be proved. 

Thus, there exists an (n -1 )-ary polynomial symbol r such that 
p(co,···, cn- 1 )=q(CO,···, cn- 1 ) if and only if cn- 1 =r(cO'···' cn- 2 ). (For 
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n= 1, r E p<l.O)(~).) It is obvious that the polynomial of 1.l3(")(~) induced 
by r establishes that 1.l3(")(~) is a v-algebra. 

For v*-algebras, one can prove the existence of bases in the same way 
as it is done for vector spaces. 

Theorem 4. Let ~ be a v*-algebra. Any maximal independent subset of 

~ is a basis. 

Corollary. Every v*-algebra has a basis. 

Of course, the existence of maximal independent subsets follows from 
the Teichmiiller-Tukey Lemma; therefore, the corollary follows trivially 
from Theorem 4. 

Proof of Theorem 4. Let B'# 0 be a maximal independent subset of A 

and assume [B] '#A and JAJ '# 1. Take an a E A, a ¢ [B]. Then B U {a} is 
dependent. Therefore, we can find bo,· .. , b .. _1 E B such that 

{bo,···,b .. _1,a} 

is dependent. If n=O, then a is self-dependent; thus, a is constant in ~, 
which contradicts a ¢ [B]. If n'#O, then, by (ii) of Definition 3, 

a E [bo, ... , bn - 1 ] £: [B], 

a contradiction; since the case B= 0 is obvious, the proof of Theorem 4 
is complete. 

The following example shows that Theorem 4 does not hold for v**­
algebras. Let A be the set of integers and F={fa! a>O}, wherefa(x) =x+a. 
Then ~ = <A; F) is a v**-algebra in which any two distinct elements are 
dependent and [a]={x! x~a}'#A; thus, ~ has no basis. 

For v- and v*-algebras, one can prove that any two bases have the same 
number of elements by using the same technique as for vector spaces, 
namely, by use ofthet EIS property. It is rather surprising that, although 
the EIS property is not valid for v**-algebras, the invariance of the 
number of elements in a basis can still be proved. 

Theorem 5 (W. Narkiewicz [3]). Let ~ be a v**-algebra, JAJ > 1. If ~ 
has a basis, then all bases have the same cardinal number. 

Proof (by G. H. Wenzel). If the theorem were false there would be a 
smallest integer m such that there exists a v**-algebra ~, bases Bo = 
{ao,···,an - 1} and B1={bo,···,bm _ 1} of~ such that n>m. Obviously, 
m>O. Then we have the polynomial symbols gl and h j of Theorem 31.5. 

t See Exercise 12. 
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Set 

Then using the identities of Theorem 31.5 we get that 

h {
ak ifO~k<n-1, 

k(CO,···,cm- 1 } = 
an - 2 if k=n-1. 

Now consider the algebra 

By Theorem 2, 2!' is a v**-algebra and Oo={ao,' . " an - 2} is a basis of 2!', 
0 1 ={co, .. " cm - 1} is a generating set of 2!'. Since m was chosen to be 
minimal, 0 1 is also a basis of2!', which implies that 0 1 is independent in 2!. 
But this is impossible since 

while 

completing the proof of Theorem 5. 

In the name v-algebra, v stands for vector spaces. This is justified by 
the first example. But more is true. It is proved in K. Urbanik [1] that if 
2! is a v-algebra and P(3)(2!} =1= P<3.1)(2!}, then there exists a field sr such 
that A is a linear space over sr, and there exists a linear subspace Ao of A, 
such that all polynomials over 2! are of the form ~Akxk+a, where AI E K, 
a E Ao and if P<O)(2!} = 0, then ~Ak = 1. 

Similar representation theorems were given by K. Urbanik [2], [5], 
[6], [7], W. Narkiewicz [3], and G. Gratzer [2], completely describing all 
v-, and v*-algebras. There are also some results on v**-algebras; but the 
problem is far from settled. 

§33. SOME INVARIANTS OF FINITE ALGEBRAS 

In this section, 2! = <A; F) will always be a finite algebra with more than 
one element.t Following E. Marczewski [6], we now introduce a list of nota­
tions (our notations are different but the concepts are the same): 

g*(2!} = smallest integer such that every subset of A consisting of 
g*(2!} elements generates 2!, unless all elements of A are con­
stants in 2!, when we put g*(2!}=O; 

t For one element algebras we put g* = g = i = i* = 1, p = 00. Most of the results of 
this section are then valid also for one element algebras. 
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g(\}{) = smallest number of generators of \}{, unless all elements of A 
are constants in \}{, when we put g(\}{) =0; 

i(\}{) = maximum number of independent elements in \}{; 
i*(\}{) = maximum number:;;:; IA I such all subsets of A of i*(\}{) elements 

are independent; 
p(\}{) = 00 or the maximum number p such that all p-ary polynomials 

are trivial, that is, equal to one of the et; we set p(\}{) =0 if 
there exist nontrivial unary polynomials and there are no con­
stants in \}{, and we set p(\}{) = -1 if there are constants in \}{. 

The numbers introduced are invariant under isomorphism. Even more 
is true: the above numbers are invariant under equivalence of algebras. 

If there is no danger of confusion, we will write g* for g*(\}{), and so on. 

Lemma I (8. Swierczkowski [2]). p:;;:;i*-1. 

Proof. The statement is obvious for i*=O (since p:;;:; -1 always holds) 
and for i* = 1 (since no element can be constant if i* = 1). So we can 
assume that i* > 1. Let p E P<k)(\}{), k < i*. 

Let ao,"', ak- l be distinct elements of A. If p(ao,' . " ak- l ) #ai , 

i=O, .. " k-l, then {ao, .. " ak- l , p(ao,' . " ak-l)} has not more than i* 
elements and is dependent, which is a contradiction. 

Thus, p(aO,"',ak-l)=ai for some O:;;:;i<k. Since {aO, .. ·,ak-l} IS 

independent, this implies that p=e/', which was to be proved. 

Theorem I (8. Swierczkowski [4]). Let i*= IAI #2. Then \}{ is trivial. In 
other words, if A has more than two elements and A is independent, then \}{ is 
trivial. 

Obviously, if \}{ is trivial, then i* = IA I. 
If IAI=2, then the statement is false. Let A={a,b}, f(u,u,v)= 

f(u, v, u)=f(v, u, u)=u, where u=a or b, v=a or b. Then <A;f) is non­
trivial and i* = 2. All two-element algebras with i* = 2 have been described 
up to equivalence by E. Marczewski and K. Urbanik [1]. 

The proof of Theorem 1 is based on the following lemma. 

Lemma 2. Let 8 be a finite set and let n be a positive integer :;;:; 3. Let 
P denote the set of all partitions of 8 into not more than n blocks. Assume that 
for every 'TT EPa (nonvoid) block 17 Of'TT is chosen such that 'TTl:;;:; 'TT2 implies 
171 S172' Then n (17 I'TT E P) # 0. 

Proof. It suffices to verify that for 'TTl' 'TT2 E P there exists a 'TT3 E P such 
that 171 n 172=173' 
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Let 7T1> 7T2 E P. Let the partition 81 consist of the two blocks "I and 
S-"I' i=l, 2. Then 7T1~81; thus, "1£81, that is, "1=81. If "1 n "2= 0, 
then we can define the partition 8 which consists of the blocks "1> '"2' and 
S-('"l U '"'2). Then 8~81; thus, 8£81=,";, which implies 8=0, a contra­
diction. Therefore, 7f1 n "21= 0. Let 7T3 consist of the blocks '"1 n '"2' 
"2-;'1 and S-;'2. Then 7T3~82; thus, ;'3£82=;'2, which implies that 
;'3=;'1 n;'2 or ;'2-;'1. The second possibility leads to the contradiction 
;'3 n ;'1 = 0 ; thus, ;'3 =;'1 n ;'2' which was to be proved. 

Proof of Theorem I. If the theorem is false, then there exists a 
p E P(k)(~) which is nontrivial such that all l-ary polynomials are trivial, 
for l<k. 

By Lemma 1, k~IAI. If k=IAI and A={ao,···,ak - 1}, then 
p(ao,···,ak _ 1)=al for some i; thus, p=elk , which is a contradiction. 
Therefore, k> IA I ~ 3. 

We will show that k~4leads again to a contradiction (even if IAI =2). 
Set S={O, .. ·, k-l} and n=k-l~3. If 7T is any partition of S into at 
most n blocks, then define p" as the function which we get from 
p(xo, ... , X k -1) by identifying XI and Xj if i and j are in the same block of 
7T. By Corollary 1 to Lemma 8.2, p" is an n-ary polynomial; since n < k, p" 
is trivial, that is, p"=elk for some i. All the i for which p"=elk form a 
block, say, ;, of 7T. Obviously, 7T1 ~ 7T2 implies ;'1 £'"2. By Lemma 2, there 
exists an i E S such that i E;' for all7T. This implies p=elk since whenever 
we make a substitution there are at least two equal elements inasmuch as 

k>IAI· 

Corollary. If i*(~l) = IA 1= 2 and p(~) > 2, then ~ is trivial. 

Theorem 2 (S. 8wierczkowski [4]). Ifn>3, IAI~n, and any n elements 
of A form a basis, then ~ is trivial. 

Proof. Let ~ satisfy the assumptions of Theorem 2. If we can prove 
that IAI =n, then by Theorem 1 we are through. It suffices to prove that 
p(n)(~) is trivial. Assume that p E p(n)(~) is nontrivial. 

By Lemma 1, p(Xo, Xl' Xl' X3' ... , Xn- 1) is a trivial polynomial; thus, 
for any substitution, p(ao, ai' a1' a3' ... , an- 1) =ao or a1 or ... or an-1· 
We can assume that p(ao, a1, a1, a3,···, an- 1)1=ao; otherwise, we permute 
X o and X 3 • Thus, we have 

Take n distinct elements ao,···, an- l and define an=p(ao,···, an- 1)· 
Since p is nontrivial and {ao, ... , an- 1} is independent, an 1=ao, ... , an-1. 
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The elements a l ,' • " an generate the algebra; hence aO=q(ah · . " an). 
Thus, aO=q(al , .. " an - l , p(ao,' . " an-l))' 

Since {ao, .. " an- l } is independent, the above equality holds for any 
substitution, in particular, if a l =a2 • Then we get 

Since 

we get that ao is in the subalgebra generated by ai' a2 , •• " an_l , contra­
dicting the independence. 

Theorem 2 is false for n=2 or 3 (see the Exercises). 

Theorem 3 (E. Marczewski and S. 8wierczkowski). g~ i, that is, if m: can 
be generated by n elements and there are m independent elements, then n~ m. 

Proof. Let {ao,"" an-l} be a generating set, let {bo,"" bm - l } be 
independent, and suppose n< m. Set B=[bo,' . " bn- l ]. Then B#A since 
bm- l if: B. On the other hand, the mapping bl ~ at> i=O,"', n-l, can be 
extended to a homomorphism of 58 into m:. Such a homomorphism is onto 
since ao, .. " an - l generate m:. Thus, I BI ~ IA I, which is a contradiction. 

C II IAI > *> >.>. oro ary. =g =g=~=~*. 

Theorem 4. (E. Marczewski [6]). If m: ~s nontrivial, then p=i* or 
p=i*-l. 

Corollary. If m: is nontrivial, then IAI ~g*~g~ i~ i*~p. 

Proof. First we prove that i* ~p. This is trivial if p ~ O. Let 1 ~p ~ IA I. 
Since all p-ary polynomials are trivial, we get that all p-element subsets 
are independent, that is, i*~p. 

If IAI <p, then all subsets of A are independent; thus, if IAI #2, then, 
by Theorem 1, m: is trivial, contrary to our assumption. Therefore, 
2 = IA I < p and by the corollary to Theorem 1, m: is trivial, which is a 
contradiction. 

Since p ~ i* - 1 was verified in Lemma 1, this completes the proof of 
Theorem 4. 

Theorem 5 (S. 8wierczkowski [6]). If m: is nontrivial and i* > 3, then 
i*=p. 
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Proof. Set l=i*. Then every l-element subset of A is independent by 
definition. Take {ao,···,a,_ 1}s;;A and set [ao,···,a,- 1]=Ao' We claim 
that any l elements of ~o form a basis of ~o. Indeed, if {bo, •.. , b,_1} s;; A o, 
then bo,' .. , b,_1 are independent in ~; thus, <[bo,"', b,_1]; F)-;;, ~o. 
This implies that I[bo,"" b,-dl = lAo I ; thus, Ao=[bo,"" b,_1]. By 
Theorem 2, ~o is trivial. Let q E p(l)(~). Since ~o is trivial, q restricted to 
Ao is trivial; thus, q(ao,"', al_1 )=a, for some O~i~l-l. The inde­
pendence of {ao,' . " al_1} implies q=e,l. Thus, p<1)(~) is trivial, that is, 
p~i*. By Theorem 4, p~i*; thus, p=i*, as stated. 

Theorem 6 (E. Marezewski [6]). If three of the numbers g*, g, i, i* are 
equal, then all of them are equal. 

Proof. Since g*~g~i~i*, if three of them take the value k, then 
i=g=k, that is, there is a generating set ao,"', ak - 1 and there are k 
independent elements bo, ... , bk -1' If g* = g, then {bo, ... , bk -1} is a basis; 
thus, the number of endomorphisms of ~ is IAlk. If there is a generating 
set of k elements which is not a basis, then the number of endomorphisms 
is less than IAlk, which is a contradiction. Thus, i*=i. 

If we assume that i* = i, then g* = g can be deduced in a similar fashion. 

§34. THE SYSTEM OF INDEPENDENT SETS OF AN ALGEBRA 

Let ~ be an algebra and let .9' denote the system of independent sets 
in A. The problem of characterizing .9' as a system of sets is as yet un­
solved. In this section we will discuss some results which may contribute 
to the solution of this problem. 

First of all it is advantageous to consider the system" of all finite 
independent sets rather than .9'. Since a set is independent if and only if 
every finite subset of it is independent, the characterization problems of 
.9' and " are equivalent. 

It is obvious that " is a hereditary system of finite sets, that is, X E " 

and ys;;Ximply YE". 
Let A = {a, b, e} and" ={ 0, {a}, {b}, {e}, {a, e}, {b, e}}. Let us assume 

that" is the system of independent sets of some algebra <A; F). Since 
{a, e} is independent a _ a, e _ b can be extended to a homomorphism cp 

of <[a, e]; F) onto <[a, b]; F). But {a, b} is not independent, hence cp is not 
an isomorphism, thus [a, e]=[b, e]=A and cp is not 1-1, so 3~ I[a, e]1 
~ I[a, b]l, [a, b]={a, b}. Thus for some p E P(2)(~), p(a, e)=b. Obviously, 
p(e, a) =b, p(b, e) =a, and p(a, b) =a or b, say p(a, b) =a. Then 

p(a, p(a, e)) = a, 
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and by the independence of {a, c}, p(b, p(b, c)) = b, that is, p(b, a) =b. Thus 
we have shown that p(a, c) =p(c, a) andp(a, b)1=p(b, a), contradicting the 
independence of {a, c}. Therefore, / is an example of a hereditary system 
of finite subsets of a set A which is not the system of finite independent 
sets of any algebra defined on A. 

Theorem I (S. Swierczkowski [5]). Let A be a set and let /1= 0 be a hered­
itary system of finite subsets of A; then there exists a set B;2 A and an algebra 
m such that for all finite X S;; B, X is independent if and only if X E /. 

Theorem I' (S. Swierczkowski [5]). Let A be a set, IA I ~ 2, and let 
/1= 0 be a hereditary system of finite subsets of A. Set S = {x ! x E A and 
{x} 1= /}. If lSI ~ 1/1, then there exists an algebra 2{ such that for all finite 
X s;; A, X is independent if and only if X E /. 

Obviously Theorem l' implies Theorem 1. It is also trivial that the 
condition of Theorem l' is not a necessary condition; for instance, if 2t is a 
lattice, then we always have lSI < 1/1 since S= 0. 

Proof of Theorem I'. The case / ={0} is trivial; all we have to do is 
to make all elements of A constants in 2t. 

Now assume / 1={ 0}. Fix an a E S. Since lSI ~ 1/1, there exists a 1-1 
mapping cp of / -{ 0} into S -{a}. Let m be the greatest integer such that 
there exists an m-element set in /; set m = 00 if no such greatest integer 
exists. 

For every positive integer n;;;; max {m, IA -Sj}, we define an n-ary 
operation f n as follows: 

If n;;;; m, then 

fn(ao,· .. , an-d = and {ao,"" an-l} E /, {
{ ao, ... , an _ l}CP if all the al are distinct 

a otherwise; 

if m< IA-SI and m<n;;;; IA-SI, then 

. . . _ {an _ 1 if all the al are distinct and al 1= S, 
fn(ao, ,an- l ) - th . a 0 erWlse; 

We define F={fl! i = 1,2,· .. , max {m, IA -Sj}} u {g}, where g is a 
nullary operation, g=a. 

Let us make the following observations on the algebra 2t=<A; F>: 

(i) If n;;;; m, then fn(ao, ... , an-l) E S; 
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(ii) if n~ m and P E P<")(~), then either P is trivial or p=a or p can be 
expressed in the form 

p(Xo, ... , X"-i) = II(xjo'· .. , Xj,_ 1)' (*) 

where {io,···, il_i}£{O, ... , n-l}. 

Proof of (ii). Let Q" denote the set of functions described in (ii). Then 
Q" £ P<")(~). Since ej" E Q", to prove Q" = P<")(~) it suffices to show that if 
Po,·· ·,Pt-i EQ", thenp=lt(po,·· ·,Pt-i) EQ". 

If all the pj are trivial polynomials, then P is of the form (*) or P = a. If 
at least one pj is not trivial, then, by (i), it takes values in S and therefore 
by the definition of It we have that P = a. 

Now let {ao,···,a,_i}¢/. If r~m, then I,(ao,···,a,-i)=a. Since 
I, = g does not hold identically, {ao,···, ar -i} is dependent. If m < r 
~ IA-SI, then/r(ao,···,a,_i)=a,_i or a; thus, {ao,···,ar - i} is again 
dependent, since neither I,=e~_i nor I,=g holds identically. Finally, if 
max {m, IA-SI}<r, then aj ES for some i. Therefore, a=/i(a,)=g; thus, 
{al} is dependent and consequently {ao, ... , a,_i} is dependent. 

Now let {ao,·· ., a,_i} E /. Then r~ m. Let P, q E P(')(~) and 

To prove that {ao,· .. , a,_i} is independent, we have to verify that 
p=q. 

If p=e{, then p(ao,···, a,-i) ¢:S. It follows from (ii) that q=e/. 
Obviously, i=j; thus, p=q. 

Ifp=g and q;6g, then q(ao,···, a,-i) equals some aj or {alo'···' al._1}CP, 
where {io,···, i._i}£{O, ... , r-l}; in both cases, q(ao,···, a,_i) ;6 a, 
which is a contradiction. 

The only remaining case is whenp and q are both of the form (*); that is, 

and 

Thus, {ajo'· .. , ajl_1}cp={a,o'···' a,,_Jcp. Since cp is 1-1, this implies l=t 
and {io, ... , il-i}={jO, ... , jt-i}, that is, p=q. This completes the proof of 
Theorem 1'. 
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It was observed by S. Fajtlowicz [1] that the same proof can be used to 
yield a more general result: 

Corollary. It is enough to assume in Theorem I' that there exists a mapping 
rp of / into S such that if X 1= Y, X u Y E /, then Xrp1= Yrp. 

Another sufficient condition is given in S. Fajtlowicz [1], and some neces­
sary conditions are given in K. Urbanik [3] and S. Fajtlowicz [1]. 

§35. GENERALIZATIONS OF THE NOTION OF INDEPENDENCE 

The concept of independence which was discussed in this chapter is in a 
certain sense too restrictive. For example, if it is applied to abelian groups 
(see Exercises), then it yields only the classical concept of independence, 
that is, a necessary condition of independence is that every element be 
torsion free. However, it proves to be very useful to have a concept of 
independence where everyone-element set is independent (see, for 
instance, the book of L. Fuchs, Abelian Groups, Akademiai Kiad6, 
Budapest, 1958). In this section, we are going to consider two generaliza­
tions of Marczewski's concept of independence which have this property 
in abelian groups. 

Definition 1. Let m be an algebra and let 1 sA. Then 1 is called locally 
independent if 1= 0 or 1 is independent in <[I]; F). 

This definition is due to J. Schmidt [4] and it is called by him algebraische 
Unabhiingigkeit in sich. 

Theorem 31.3 remains valid for local independence except that in con­
ditions (iii) and (iv) we have to require that bi E [I] and in (v) p=q means 
that they are equal in [1]. 

From the new form of (iv) it follows that local independence is a prop­
erty of finite character. 

Corollary 1. Every locally independent set can be extended to a maximal 
locally independent set. 

Corollary 2. In an algebra with more than one element, independence 
implies local 'independence, which in turn implies Y+ -independence. 

We start off by proving the analogue of Theorem 34,1'. 

Theorem 1 (J, Schmidt [4]). Let Y1= 0 be a hereditary system of finite 
character of subsets of A. Assume that either Y contains all one-element 
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8ub8et8 or there are at least two one-element 8ub8et8 which are not in Y. Then 
there exi8t8 an algebra m 8uch that Y is the 8Y8tem of all locally independent 
8et8 of m. 

Proof. For every k~ 1 and a E A, define the k-ary operationfak by the 
rule 

a(ao,···,ak- 1) = . f k {aD if ao,···, ak- 1 EI for some 1 E f, 
a otherwIse. 

Set F={f/laEA, k=l, 2, ... }. We claim that m=(A; F) is effective 
in Theorem 1. 

First we note that if BEY, then [B]=B, and if B ¢ Y, then [B]=A. 
Indeed, if BEY and ao,· .. , ak- 1 E B, thenfak(ao,· .. , ak-1)=aO E B. On 
the other hand, if B ¢ Y, then since Y is of finite character there exists 
{ao, ... , ak -l} S B such that {ao,···, ak -l} ¢ Y (note that k ~ 1 since 
o E Y). Thus, fak(ao,· .. , ak-l)~a, proving [B]=A. 

Now, if BEY, then to prove its local independence it is enough to 
verify that every mapping cp of B into itself is an endomorphism of IB, 
which follows from the following equation: 

f/(ao,· .. , ak-1)cp = aocp = fak(aocp, ... , ak-1CP)· 

Finally, assume B ¢ Y is locally independent and again take 

{ao, ... , ak- 1} S B, {ao, ... , ak- 1} ¢ Y, k~ l. 

If k ~ 2, then every permutation cp of ao, ... , ak -1 can be extended to an 
endomorphism cP ofm. However, 

acp =fak(ao,···,ak_1)cp =fak(aocp,···,ak-1CP) = a 

would imply that a!cp=a!, which is a contradiction. 
If k= 1, then {aD} ¢ Y; hence, by the assumption on Y, there exists a 

bE A, ao#b, such that {b} ¢ Y. Let the mapping cp be defined by aocp=b. 
Let cp be the extension of cp to an endomorphism of m. Then, for all a E A, 
we have 

acp = fa 1 (ao)cp = f/(aocp) = fa1(b) = a, 

contradicting aocp = b. This concludes the proof of Theorem 1. 

The exceptional case when Y does not contain exactly one one-element 
subset occurs, for instance, in the algebra (A; fO,f1), where A = {O, 1, 2} 
and the unary operationsfo,fl are defined by the following table: 

012 

fo 1 2 1 
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In this case, the subalgebras are {l, 2} and A while the locally independent 
sets are 0, {l}, {2}. This exceptional case is discussed in the following 
theorem. 

Theorem 2 (J. Schmidt [4]). Let ~ be an algebra, let a E A, and assume 
that {a} is locally dependent. Then there exists a Bs;A such that 1 ~ IBI ~ 2, 
a rI B and B is locally dependent. 

Corollary. Let.9 be a hereditary family of finite character of subsets of A 
and assume that there exists one and only one one-element subset {a} which is 
not in .9. If .9 is the family of locally independent sets of some algebra 
(A; F), then there exists a Bs;A such that B has two elements, a ¢ B 
and B¢.9. 

Proof of Theorem 2. Let us assume that Theorem 2 is false, that is, 
if a ¢ B, and 1 ~ IBI ~2, then B is locally independent. 

Since the one-element set {a} is locally dependent, there exist unary 
polynomials p, q and bE [a] such that p(a) =q(a), p(b) ;l=q(b); p(b) E {a, b} 
for otherwise {b, p(b)} is a two-element locally dependent set (see Corollary 
2 to Definition 1) which does not contain a, contradicting our assumption. 
Similarly, q(b) E{a, b}. Let, forexample,p(b)=b, q(b)=a. Thus, a E [b] and 
so [a]=[b]. Since a;l=b, {b} is locally independent. Hence p(a)=a and there 
exists an endomorphism rp of ([a]; F) such that brp=a and arp=q(b)rp= 
q(brp)=q(a)=a. Finally, since bEla], we have b=r(a) for some unary 
polynomial r. Thus, brp=r(a)rp=r(arp)=r(a)=b, which contradicts brp=a. 
This completes the proof of Theorem 2. 

* * * 
The other generalization of the concept of independence is based on the 

following notion (for the remainder of this section see G. Gratzer [6]). 

Definition 2. Let K be a class of algebras. Let ~ E K and a E A. Then the 
mapping eol -+ a can be extended to a homomorphism of ~(l)(K) into~. Let 
lVK(a) denote the induced congruence relation. Then lVK(a) will be called the 
order of a in the class K. 

Examples show (see Exercises) that by specializing this concept to 
groups, semigroups, and modules over rings, we get the known concepts 
used in these special cases. 

Lemma 1. Let ~, ~ E K, a E A, bE B. There exists a homomorphism rp 

of ([a]; F) into ~ such that arp=b, if and only if lVK(a) ~ lVK(b). 

Proof. Suppose that such a homomorphism rp exists and let rpl and rp2 
be the homomorphisms extending eol -+ a and eol -+ b, respectively. 
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Then CP2=CPiCP' Thus, if u=v(l9K(a)), that is, U!Pi =VCPi, then Uf(J2 = Uf(JiCP= 
VCPiCP=VCP2 and so u=v(l9K(b)). Conversely, if 19K(a) ~ 19K(b), then the exist­
ence of such a homomorphism follows from the second isomorphism 
theorem (Theorem 11.4). 

Definition 3. Let K be a class of algebras, ~ E K, 1 sA. The set 1 will 
be called a weakly independent set of ~ in K if every rMpping cP: 1 _ B, 
~ E K, satisfying the condition 19K(a) ~ 19K(arp), a E 1, can be extended to a 

homomorphism of <[1]; F> into ~. 

In other words, if cP can be extended to a homomorphism, then, by 
Lemma 1, 19K(a) ~ 19K(arp); thus, weak independence means that if the 
extendibility of a mapping to a homomorphism is not ruled out by Lemma 
1, then it can indeed be extended. 

If we take the special case K = {~} and 1 consists of elements a with 
19K(a)=w, then weak independence is equivalent to independence. 

Theorem 3. Let K be a class of algebras, ~ E K, 1sA. Then 1 is a 
weakly independent set of ~ in K if and only if ao,' ", ak-i E 1, bo,' . " 
bk_iEB, ~EK and 19K(a,)~l9K(b,), i=O,···,k-1, imply that whenever 

p(ao,"', ak-i)=q(aO"'" ak - i ), then p(bo,"" bk_i)=q(bo,···,bk_i)' 
where p,q E P<k)(K), k= 1,2, .. '. 

Proof. Just as in Theorem 31.3. 

Corollary. The set 1 is weakly independent if and only if every finite 
subset of 1 is weakly independent. 

Of course, this is trivial directly from Definition 3 also. To formulate the 
analogue of Theorem 31.3 for weak independence, we need the following 
concept. 

Definition 4. Let 0 o,"" 0 n - i be congruence relations of ~(1)(K). Set 
A,=<[e,n]; F>. Then ~I~ ~(1)(K). Thus, we can consider 0 1 as a congruence 
relation of ~I' We say that 'Lf;J 0 1 exists and equals 0 if there exists a 
congruence relation 0 of ~(n)(K) which is the srMllest with respect to the 

following two properties: 

(i) 0At~01; 
(ii) ~(n)(K)/0 is isomorphic to a subalgebra of an algebra in K. 

Theorem 4. Let ~ E K, ao,' . " an-i, EA. Then {ao,' . " an-i} is weakly 
independent if and only if'Lf;J 19K(al) exists and 

~(n)(K)/~l9K(al)~ <[ao,"', an-d; F>. 
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Proof. Assume that {ao,' . " an-I} is weakly independent and let cp be 
the homomorphism of ~(n)(K) into ~ for which ejncp=aj, i=O, .. " n-l. 
Let 0 be the congruence relation induced by cpo We claim that 0= 
~(DK(at). It is obvious that 0 A,;;;(DK(at); further, 

which is a subalgebra of~ in K. 
Now let <I> be an arbitrary congruence relation such that <I> A,;;; (DK(a j) 

and ~(n)(K)/<I> is isomorphic to a subalgebra of~ E K. Let bj be the element 
which corresponds to 

[e j n] <I> 

under this isomorphism. Then (DK(b j) = <I> A,;;; (DK(at). Thus, by weak inde­
pendence, there exists a homomorphism X of ([ao,"', an-d;F) onto 
([bo, ... , bn- 1]; F) with atX=bj. Then, if tP denotes the homomorphism 
of ~(n)(K) into ~ with ejntP=bj, then tP=CPX. Thus, <1>, which equals the 
congruence relation induced by tP, is greater than or equal to the congru­
ence relation induced by cp, which is 0. We conclude that <1>;;; 0, which 
was to be proved. 

To prove the converse, let us assume that Lf,;J- (DK(a j) exists and that 
~(n)(K)/~(DK(aj)~ ([ao, ... , an-I]; F). Let ~ E K, bo,' .. , bn- 1 E B, and 
(DK(aj)~(DK(bj), i=O,"', n-l. Let CP1' CP2 be the homomorphisms of 
~(n)(K) satisfying ejncp1 =at and ejncp2=bj, i=O,' .. , n-l, respectively. 

Let 0 1 , O2 denote the induced congruence relations. Then, by Defini­
tion 4, 0 1 =~(DK(al)' Since O2 satisfies the conditions of Definition 4, 
we get that 0 1 ~ O2 , Thus, by the second isomorphism theorem (Theorem 
11.4), the homomorphism [x] 0 1 --'.>- [x] O2 establishes that {ao, ... , an-I} is 
weakly independent. 

Some further results on weak independence will be given in the 
Exercises. 

EXERCISES 

1. (B. J6nsson and A. Tarski [2]) Let K be an equational class and F(K) t,he 
class of finite algebras in K. If Id(F(K)) SId(K), then every n element 
generating set of lYK(n) is a basis of lYK(n). 

2. Let R denote the set of real numbers. Show that independence in <R; + > 
is equivalent to linear independence of real numbers over the integers, and 
independence in <R; +, . > is equivalent to the algebraic independence of 
real numbers. 
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3. Let < V; +) be a vector space over the field l} and let 

be the algebra defined by j a(x) = a· x. Prove that independence in ~ is the 
same as linear independence of vectors. 

4. Describe independence in <P(X); u). 
5. Describe independence in semilattices. Compare the results of Ex. 4 and 5. 
6. Let As:: P(X). Prove that A is independent in the Boolean algebra 

~(X) if and only if whenever {Xo,"', Xn_1}s::A, the sets X~o n··· 
n X~n~f are nonvoid, where i o,"" i n - 1 =0 or 1, X"o=X" and X"l =X,,'. 

7. When does ~(X) have a basis? 
8. (W. Nitka [1]) If a finite algebra ~ is generated by one self-dependent 

element, then every element of ~ is self-dependent. 
9. Is the statement of Ex. 8 true for infinite algebras? 

10. (A. Goetz and C. Ryll-Nardzewski [1]) If an algebra ~ has bases of one 
and n elements, n> 1, then ~ can be generated by a self-dependent 
element. 

11. (A. Goetz and C. Ryll-Nardzewski [1]) If the algebra ~ has bases con­
sisting of one and n> 1 elements, then for every k;;:; 1, there exists a 
minimal generating set of ~ consisting of k self-dependent elements. 

12. (J. Plonka [1]) The algebra ~ has the EIS (exchange of independent sets) 
property if the conclusion of the Exchange Theorem holds with [Y] = [Z] 

replaced by Z s:: [Y]. Prove that the algebra ~ = <A; .) does not have the 
EIS property, where A={O, I,2,3,4,5,6},0·I=I·0=3,0·2=2·0=4, 
1· 2 = 2·1 = 5 and X· Y = 6 otherwise. (Plonka also proves that this result 
is the best possible: every algebra ~ with IA'I ~ 6 has property EIS.) 

13. (J. Plonka [1]) Every unary algebra has the EIS property. 
14. (J. Plonka [I]) Every semilattice has the EIS property. 
15. (J. Plonka [I]) Let Ao,"',An- 1 be nonvoid sets, A=Aox ... xAn- 1 • 

Define the algebra ~ = <A; d) of type <n) by 

Prove that ~ has a basis if and only if IAol = ... = IAn-11. 
16. (J. Plonka [1]) An n-dimensional diagonal algebra ~=<A,d) IS an 

algebra of type <n) satisfying d(a, ... , a) = a and 

Prove that every n-dimensional diagonal algebra is isomorphic to an 
algebra constructed in Ex. 15. (The case n = 2 is due to N. Kimura.) 

17. (A. Goetz and C. Ryll-Nardzewski [1]) Let ~ = <A;j, go, ... , gn-l) be the 
free algebra, with the free generator x, over the equational class defined by 

and 
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Prove that {ao, ... , ak -l} is a basis of ~ if and only if 

is a basis of~. 
18. (A. Goetz and C. Ryll-Nardzewski [1]) Let us call the bases X and Y of~ 

(in Ex. 17) equivalent if one can get Y from X by applying the con­
struction of Ex. 17 a finite number of times. Show that every basis X of ~ 
is equivalent to a homogeneous basis (A homogeneous basis is the set of 
all elements of the form glo ... glk- 1 (x), with a fixed k.) 

19. (A. Goetz and C. Ryll-Nardzewski[l]) Prove thatfor every m = 1 +s(n -I), 
~ (of Ex. 17) has a basis of m elements and, conversely, if ~ has a basis of 
m elements, then m= 1 +s(n-l) for some s. 

20. (A. Goetz and C. Ryll·Nardzewski [1]) Let 0 < k < n and ~ the algebra of 
Ex. 17. Prove that '.l3(k)(~) has a basis of m elements if and only if m = 

k+s(n-l) for some nonnegative integer s. 
21. (E. Marczewski [3]) Let X and Y be independent in~. Then [X] n [Y]= 

[X n Y].9"+. 
22. (E. Marczewski [5]) Let X be a basis of~. Prove that if a E A and a is not 

constant in ~, then a has a representation a=p(ao,···, an-l)' ao,···, 
an-l EX, P E p(n)(~), n~ 1, such that (i) p depends on all its variables, 
(ii) {ao, ... , an-l} is unique and (iii) p is unique up to the permutation of 
variables. 

23. (E. Marczewski [3]) Let < V; + > be a vector space over the field 
<F; +,·,0> and let <W; + > be a subspace of <V; + >. Set 

wherefa(x)=ax and gw(x)=x+w. Prove that <V, G> is a v.algebra. 
24. (K. Urbanik [1]) Let @ be a group of mappings of the set A into itself. 

Let us assume that every a E G has at most one fixed point if a;j:. e (the 
identity) and let B be a subset of A containing all the fixed points such 
that Bar;;. B for all a E G. Let T = {ta I a E G} V {gw I wEB}, where ta(x) =Xa 
and gw is nullary, gw=w. Prove that <A; T> is a v.algebra. 

25. (W. Narkiewicz [1]) Take the algebra ~ of Ex. 24 without assuming that 
every a;j:. e has at most one fixed point. Prove that ~ is a v*.algebra and 
if there is an a E G, a;j:. e with at least two fixed points, then ~ is not a 
v-algebra. 

26. (W. Narkiewicz [3]) Let ffi = <R; +, ·,0> be a ring with identity 1 and 
without zero-divisors, such that for every a, b E R, there exists c E R with 
a = cb or b = ca. Let <A; + > be a left·module over ffi and <Ao; + > a sub­
module of <A; + > with the property that every a e.Ao is left· divisible by 
every r E R, r;j:.O. Let T be the set of all n·ary operations (n~O) f of 
the form 

n-l 
f(xo,···, Xn-l) = 2: Alxl+a, 

1=0 

Then ~=<A; T> is a v**·algebra. 

AO' ... , An-l E R, a E Ao· 
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27. The algebra ~ of Ex. 26 is a v*-algebra if and only if 9t is a division.ring. 
28. (W. Narkiewicz [3]) Define ToS T (as in Ex. 26) by 

n-l n-l 

f(xo,···,Xn-l) = .L '\lxl+ae To if L '\1=1. 
1=0 1=0 

Prove that ~o=<A; To> is a v**.algebra. 
29. The algebra ~o of Ex. 28 is a v*-algebra if and only if 9t is a division-ring. 
30. (G. H. Wenzel) ~ is a v'.algebra if ~ is a v**.algebra in which every 

maximally independent set is a basis. Prove that a v**-algebra ~ is a 
v' .algebra if and only if every independent set is contained in a basis. 

31. (G. H. Wenzel) A v'-algebra ~ is a v*.algebra if and only if every finitely 
generated subalgebra of ~ is a v' -algebra. 

32. (G. H. Wenzel) A v**-algebra ~ is a v*-algebra if and only if whenever 
% and U are finitely generated subalgebras of ~ satisfying T S U and 
%~ U, then T= U. 

33. (G. H. Wenzel) Let ~ be a v'-algebra. Let % and U be finitely generated 
subalgebras of~, with bases Tl and U l , respectively, satisfying TS U and 
%~ U. Let Tl U a be a basis of~. Then U l U a is also a basis of~. 

34. (K. Urbanik [7] and G. H. Wenzel) ~ is a v*-algebra if and only if ~ is a 
v' -algebra. 

35. Let ~ be a finite algebra. ~ has a basis if and only if i=g. 
36. Let U be a finite unary algebra. Then i* = 0, 1, or IA I. 
37. Ifi*ii:; 1 in the finite algebra~, then ~ is idempotent, i.e.,f(xo, ... , xo) =Xo 

for every operationf. (In other words, ~(l)(~)={eol}). 
38. (G. H. Wenzelt) Let ~ be a finite v**-algebra. Then i*ii:; 1 if and only if 

~ is idempotent. 
39. Let ~ be a finite algebra, ~ a subalgebra of~, B;f.A. Then g*ii:; IBI + 1. 
40. Set A={O, 1,· .. ,n-l}, ~=<A; +>, where + is addition modulo n. 

Show that g*(~)=d(n)+ 1, i*=O, p= -1. (d(n) is the greatest divisor ofn 
which is different from n.) 

41. Prove that for ~(I), g*=2n-l+ 1, g=k+ 1, i=k if III =n, 2"<n<2"+1; 
and if n= 2", then g* = 2n - 1 + 1, g=k, i=k. 

42. Set P = {a, b} and define the ternary operations p* and p* by 

P*(Xo, Xl' Xl) = P*(Xl, XO' Xl) = P*(Xl> Xl' XO) = XO' 

p*(Xo, Xl> Xl) = P*(Xl, XO' Xl) = P*(Xl' Xl, XO) = Xl· 

The Post-algebras are ~ = (P; P*, P*>, ~* = (P; P*> and ~* = (P; p*>. 
(See Post [1]; also Marczewski and Urbanik [2].) Show that g*=g=i= 
i* = P = 2 for all three Post-algebras. 

43. (S. Swierczkowski [4]) Set S={a, b, c, d}, @)=(S;f>, wheref is the ternary 
operation which associates with every three distinct elements of S the 
remaining one and f = P* of Ex. 42 otherwise. Show that g* = g = i = i* = 3 
and P = 2; thus Theorem 33.2 does not hold for n = 3. 

t Wenzel's results are taken from his Ph.D. Thesis, Pennsylvania State University, 
1966. The results are being published in G. H. Wenzel [2] and [3]. 
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44. (E. Marczewski [6]) Set A={O, •.. ,n-I}, ~=(A;f), where f is an 
(n -l)-ary operation which associates with n - 1 distinct elements the 
remaining one and f (xo, ... , Xn _ 2) = Xo otherwise. Compute g*, g, i, i* 
andp. 

45. Let (B; +,·,0, I) be a finite Boolean ring, IBI =2n, and ~=(B; +). 
Then g*=2n-l + I, g=i=n, i*=O andp= -I for~. 

46. (G. H. Wenzel) Set~' = (B; g), where B is as in Ex. 45 and g(xo, Xl' X2) = 
XO+Xl +X2. Show that for ~', g*=2n-l+ I, g=i=n+ 1, i* = min {3, 2n}, 
p=2. 

47. Show that for ~'(I)=(P(I)-{I}; II), g*=2n_l, g=i=n, i*=p=l, 
where n= III. 

48. (G. H. Wenzel) Let,8q be the cyclic group with q elements (q is a prime), 
Z = (Zq)n and,8 =(Z; g), where g(xo, ... , xq)=xo+ ... +xq. Show that for 
,8, g* =qn-l + I, g=i=n+ I, i* =2, p= 1. 

49. Let ~ be a finite algebra with i*~ 1. Then l[a]1 = I[b]j for all a, bE A. 
50. Let ~ be a finite unary algebra with i*~ 1. Then g*= IAI-I[a]1 + 1, for 

anyaEA. 
51. (G. H. Wenzel) Prove that (n, m) can be represented as (IAI, i*(~» for 

some finite algebra ~ if and only if n~m~O and (n, m)*(O, 0). 
52. (S. Swierczkowski [6]) Show that the pair (n, m) can be represented as 

(i*(~), p(~» for some finite nontrivial algebra ~ if and only if n=m~O 
or (n, m) E {(3, 2), (2, I), (I, 0), (0, -I)}. 

53. (K. Urbanik [3]) Show that Theorem 33.1 is false for infinite algebras. 
(Hint: Let N be the set of positive integers, n> 3 andf: An --->- A satisfying 
f(io,···, in-l»ij , j=O, 1,···, n-I, and take the algebra (N;f).) 

54. Let (G; +, 0) be an abelian group, and let H S G. Given necessary and 
sufficient condition for the local independence of H. 

55. Let (R; +,·,0, I) be a ring with identity. Show that {a} is locally 
independent for every a E R. 

56.t Let K be the class of groups, @ E K, a E G. Show that llK(a) is uniquely 
determined by l[aJI, which is called the order of a in group theory. 

57. Lee K be the class of semigroups, IS E K, a E S. Show that llK(a) can be 
described by a pair (n, m) of nonnegative integers. 

58. Interpret llK(a), if a E A, and ~ is a. left-module over a ring 81, and K is the 
class of all left 81-modules. 

59. Let K be a class of algebras, ~,~,ij; E K, ij;=~ x~, a E A, bE B. Then 
llK«a, b» = llK(a) A llK(b). 

60. Let K be a class of algebras satisfying H(K)sK and S(K)SK. Let 
ao, ... , an -1 E A, ~ E K. Then '2.f=-clllK(a,) exists. 

61. For every integer n, there exists a class K of algebras and ~ E K, such that 
~ has a. weak basi8 (i.e., a. generating set which is weakly independent) of 
k elements if and only if k ~ n. 

62. Show that weak independence does not imply g'+-independence. 
63.t ~ is a. 2-algebra if 2=g*=g=i=i*, i.e., every two element subset of A 

t For Ex. 56-62, see G. Griitzer [6]. 
t For Ex. 63-66, see G. Griitzer [2]. 
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is a basis of~. Show that ~ is a 2-algebra if and only if (A; P(II)(~» 

is a 2 -algebra. 
64. Let ~ be an algebra which is generated by any two distinct elements and 

let @j be the automorphism group of~. If ~ is a 2-algebra, then @j is 
doubly-transitive and minimal (i.e., for a, b, c, de A, a#; b, c #; d, there 
exists exactly one a e G with aa=C and ba=d). If @j is doubly-transitive 
and IAI > 2, then ~ is a 2-algebra. (See also S. Swierczkowski [4].) 

65. Let (A; -, ., 0, 1> be an algebra satisfying the following axioms: (i) 
(A; ·,0> is a semigroup with 0 as a zero; (ii) (A-{O};., 1> is a group; 
(iii) a-O=a; (iv) a(b-c)=ab-oo; (v) a-(b-c)=a if a=b, and 
a-(b-c)=(a-b)-(a-b)(b-a)-lc if a#;b (ifa#;b, then b-a#;O and so 
by (ii), (b-a)-l is the inverse of (b-a)). Let F be the set of all operations 
f of the form f(xo,xd=xo-(xo-xda,aeA. Then ~=(A;F> is a 
2-algebra. (For further results on algebras satisfying (i)-(v), see V. D. 
Belousov [1].) 

66. Prove that the algebra ~ of Ex. 65 is a v*-algebra and it is a v-algebra if 
and only if for some u e A, (A; +,·,0,1> is a division ring, where 
XO+X1 =XO-X1·U. 

67. (E. Narkiewicz [3]) Prove that a finite v**-algebra is a v*-algebra. 
68. Let us say that the Chinese remainder theorem holds in the algebra ~ if for 

any 8 o, ... , 8 n - 1 eC(~), ao,···, an -1 eA, the condition a,==a,(8,v 8,) 
for 0 ~ i, j < n implies the existence of an a e A with a == a,( 8,), i = 0, ... , 
n - 1. Prove that the Chinese remainder theorem holds in the algebra ~ 
if and only if @:(~) is distributive and the congruence relations permute 
(i.e., 8 vel> = 8el> for 8, el> e C(~»). (For rings this is stated in O. Zariski and 
P. Samuel, Commutative Algebra, vol. 1,1958, Van Nostrand, Princeton, 
N.J., p. 279.) 

69. (A. F. Pixley [1]) Let K be an equational class. For every ~ e K, @:(~) is 
distributive and the congruences of ~ permute if and only if there are 
ternary polynomial symbols P and q such that the following identities hold 
in K: p(xo, Xo, XII) = X2• p(Xo. ][2' X2) = xo. q(lEo. xo. XII) = lEo. q(xo. Xl. xo) = Xo 
and q(xo. xo, XII) = "0. 

70. (B. J6nsson [8]) Let K be an equational class. (£(~) is distributive for all 
~ e K if and only if for some integer n~ 2, there exist ternary polynomial 
symbols Po, ... , Pn such that the following identities hold in K: 

plEo, Xo, Xl) = P'+l(XO, XO, Xl) for i even, 

p,(xo, Xl' Xl) = P,+1(Xo, Xl' Xl) for i odd. 

71. Let ~ be a finite algebra and K the equational class generated by ~. Is 
there an effective process which decides whether or not@:(58) is distributive 
for aJl 58 e K ? 

72. Let K be an equational class and 1T a partition of positive integers such 
that i andj are in the same block if and only ifih(i)~ ~K(j). Characterize 
the partitions of positive integers which we get this way. 
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PROBLEMS 

49. Characterize those algebras which have one or both of the following two 
properties: (A) every maximally independent set is a minimal generating 
set; (B) every minimal generating set is a maximally independent set. 

50. Characterize the six-tuples which can be represented as 

for some finite algebra ~. 
51. Characterize the six-tuple of Problem 50 for V-, v*-, and v**-algebras. 
52. Characterize the system of independent sets in an algebra. 
53. Characterize the system of locally independent sets in an algebra. 
54. Characterize the system of weakly independent sets in an algebra. 
55. Characterize the set of cardinal numbers of weak bases of an algebra. 

Can an algebra (A; F> without algebraic constants have a finite and an 
infinite weak basis? Does IFI < No change the situation? 

56. Let K be an equational class of algebras, each of which has a one-element 
subalgebra determined by a nullary operation, and for {ao, ... , an -l}!:; A, 
~ E K, {ao,···, an-l} is weakly independent if and only if 

([ao,···, an-d; F> ~ ([ao]; F> x ... x ([an-d; F>. 

Is K equivalent to the class of all ffi-modules? If not, what additional 
conditions are needed? 

57. Let (A; -,·,0,1> be an algebra as in Ex. 65. Is it always possible to 
find a near-field (A; +, -,., 0, I>? (See G. Gratzer [2], Theorems 3 and 
4, and V. D. Belousov [1].) 

58. Find necessary and sufficient conditions on the finite algebra ~, under 
which IPsHS(~) is the equational class generated by ~. 

59. Let ~, ~*, and ~** denote the class of all V-, v*-, and v**-algebras, re­
spectively. Find all operators X for which X(K)!:;K, where K=~, ~*, 
or ~**. 

60. Define and discuss IAI, g*, ... , p for infinite algebras. 
61. Define and discuss IAI, g*, ... , p for infinitary algebras and relate these 

to the characteristic. 



CHAPTER 6 

ELEMENTS OF MODEL THEORY 

In this chapter we will develop a language which can describe the so· 
called elementary or first order properties of algebras. It will be useful to 
consider structures, that is, sets on which relations as well as operations 
are defined. We use a semantical approach, that is, our discussion will be 
based on the concept of satisfiability of a formula in a structure. Sections 
36 and 37 contain the rudiments of first order logic along with a rather 
long illustration of satisfiability in Boolean set algebras, which is not only 
instructive but also very useful in applications (§47). Elementary exten· 
sion and elementary equivalence playa very important role; they are 
discussed in §38. The elementary properties of prime products and 
applications of prime products are presented in §§39-41. Classes of algebras 
defined by first order sentences are discussed in §42. Many algebraic 
applications of the results of this chapter will be given in Chapters 7 and 8. 

§36. STRUCTURES AND THE FIRST ORDER LOGIC 

A type of structures T is a pair 

where 00 (-1') and 0l(T) are ordinals, ny and my are nonnegative integers. For 
every y<OO(T) we have a symbol fy of an ny-ary operation and for every 
y < 01( T) we have a symbol ry of an my-ary relation. 

A first order structure, or simply, structure m is a triplet <A; F, R), 
where A is a nonvoid set, for every y < 0o( T) we realize fy as an ny-ary 
operation (fy)m on A, for every y< 01( T) we realize ry as an my-ary relation 
(ry)m on A, and 

F = «fo)m, .. " (q~j, ... ), 
R = «ro)m, .. " (ry)m, ... ), 

y<OO(T), 
y<Ol(T). 

If there is no danger of confusion, we will write fy for (fy}21 and ry for 
(ry)m. 

The order of T is 0o( T) + 01 (T). K ( T) will denote the class of all structures 
of type T. 

223 



224 CH. 6. ELEMENTS OF MODEL THEORY 

If 01(-r)=0, that is, there are no relations, we call 2{ an algebra and if 
0o( -r) = 0, that is, there are no operations, then we call 2{ a relational 
system. (In other words, we identify <A; F, 0) with <A; F) and 
<A; 0, R) with <A; R).) 

Usually, structures will be denoted by capital German letters while the 
corresponding capital italic letters will denote the sets on which they are 
defined. 

If we say "let 2{ and jB be structures", or "let K be a class of 
structures ", or "let 2{i' i E 1, be structures" it will always be assumed that 
all the structures considered are of a fixed type or, unless we explicitly 
state that this is not the case. 

The basic concepts of universal algebras (subalgebra, homomorphism, 
and so on) can be generalized for structures. We now briefly review these, 
and we leave it to the reader to verify that many properties of these 
concepts which were established for universal algebras in Chapters 1-3, 
hold also for structures. 

Let 2{ and jB be structures. jB is called a substructure of 2{ if <B; F) is a 
subalgebra of <A; F) and (ry)flj is the restriction of (ry)%l to B. If jB is a 
substructure of 2{, then 2{ is called an extension of jB. If 2{ is a structure, 
Bs;;.A, <B; F) a subalgebra of <A; F), then jB will always denote the 
corresponding substructure. In particular, if 2{ is a relational system, then 
for every 0'1= Bs;;.A, we have a substructure jB. 

If rp is a mapping of A into B, then rp is called a homomorphism of 2{ into 
jB if it is a homomorphism of <A; F) into <B; F) and r y(ao, ... , amy -1)' 
ao,···,amy_1EA, imply that ry(aorp,···,amy_1rp). If rp is onto and 
ry(bo,· .. , bmy - 1), bo,· .. , bmy - 1 E B, imply the existence of ao,·· ., amy-1 
E A such that ry(ao,· .. , amy - 1) and aorp=bo,· .. , amy-1rp=bmy-1' then jB 

is a homomorphic image of 2{. 

The structure 2{=<A; F, R) is an expansion of ~{1=<A; F, R1) if 
(ry)%l2(ry)%l1 for all Y<01(-r). In other words, the base sets and the opera­
tions are identical, but the relations are expanded. 

jB is an expanded homomorphic image of 2{, if jB is an expansion of a 
homomorphic image of 2{. This means simply that there is a homomor­
phism rp of 2{ onto jB. 

rp is an isomorphism of 2{ and jB if jB is a homomorphic image of 2{ with 
respect to rp and rp is 1-1. 

rp is an embedding of 2{ into jB if rp is a homomorphism and 2{ is isomor­
phic under rp to the image of 2{ in jB. 

The direct product 2{ of the structures 2{i' i E I (denoted by TI (mi liE I)) 
is defined on the set TI (Ai liE 1), and operations and relations are 
defined componentwise; in particular, for Po, ... , Pmy-1 E TI (Ai liE 1), 
(ry)~(po,·· ·,Pmy-1) if and only if (rY)~t(po(i),·· ·,Pmy-1(i)) for all iEl. 
The mappings e/: p --+ p(i) (p E TI (Ai liE I)) are the projections; e/ is a 
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homomorphism of III onto 2ft, but Illi is not necessarily a homomorphic 
image of Ill. 

Inverse limits are defined the same way as for algebras, as a suitable 
substructure of the direct product. 

If iB is a substructure of Il (Illtl i E I) and Be/ = At for all i E I, then III 
is a subdirect product of the Ill j , i E 1. 

Let <I; ;£) be a directed partially ordered set, and let Illt be a structure 
for i E I. Let us assume that if i ;£j, i, j E I, then Ill j is a substructure of 
Ill j • Set A = U (Ai liE I). Then we can define the operations and relations 
on A in the natural way. The resulting structure III is the union of the Ill j , 

i E I. (This is a special case of a 1-1 direct limit, which is defined similarly.) 
The simplest properties of algebras are the identities discussed in 

Chapter 4. We get more complicated properties by combining them using 
the connectives "and", "or", "if· .. then ... ", and the prefixes "not", 
"for all x" and "there exists an x". To formalize this we introduce the 
language L(T), which can be used for structures of type T. 

Definition 1. The first order language L( T) contains the following objects 
or symbols: 

(i) (individual) variables xo, xl'···' Xn,· ·-Jor n<w; 
(ii) operational symbols fy for all y < 0oH; 

(iii) relational symbols ryfor all Y<OI(T); 
(iv) symbol for equality, = ; 

(v) logical connectives, v (or), -, (not), and the quantifier 3 (existential 
quantifier) ; 

(vi) parentheses ( ) and commas. 

(v) is obviously a very scanty list, for it does not contain "and", 
"implies" and "for all x". The reason for this is simple: these can be 
expressed in terms of the other listed connectives. However, it would be 
inconvenient not to have these additional logical connectives. Therefore 
they will be introduced in Definition 4. The list in (v) can be made even 
more scanty by replacing v and -, by the single symbol I called the 
Sheffer stroke, which stands for "neither· .. , nor· .. ". This would make 
some of the proofs shorter, but intuitively less clear. 

We will also use x, y, z, ... to stand for individual variables for the 
sake of simplicity. These should always be interpreted as some Xi different 
from the ones which occur in a given context. 

We will use polynomial symbols p as defined in §8, but we note that in 
logic they are called terms. If p is built up from xio '· .. , xjn _ 1 ' we will 

indicate this by writing p(xjo '· •. , Xtn_J and we call xio '···' xjn _ 1 the 
variables of p. 

It is very important that we have (iv). Sometimes, to emphasize that 
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we have it, the system developed here is called "first order logic with 
equality". However, some authors prefer not to have (iv); see, e.g., 
A. Robinson [2]. 

Next we define the atomic formulas of our language. 

Definition 2. The atomic formulas of L(T) are the following: 

(i) If p and q are polynomial symbols, then p=q is an atomic formula; 
(ii) r,(Yo,···,Ym,-1) is an atomic formula for all Y<01(T), where Yi is 

either an Xj or a nullary operational symbol. 

Definition 3. The formulas of L( T) are defined by the following four rules 
of formation: 

(i) Every atomic formula is a formula; 
(ii) if <I> is a formula, then so is ( -, <1»; 

(iii) if <1>0 and <1>1 are formulas, then so is (<I>OV<I>1); 
(iv) if <I> is a formula, then so is ((3xk)<I». 

The set of all formulas of L( T) will be denoted by L( T). 
The parentheses in formulas will be omitted whenever there is no 

danger of confusion; in particular, the outermost pair of parentheses will 
almost always be omitted. 

In (iv), <I> is called the scope of (3xk). 

Definition 4. 

(i) ((xk)<I» stands for (-,(3x/c)(-,<I»); 
(ii) (<1>0,,<1>1) stands for (-, ((-, <1>0) V ( -, <1>1))); 

(iii) (<1>0 ~ <1>1) stands for ((-, <l>O)v<I>l); 
(iv) (<1>0 ~ <1>1) stands for ((<1>0 ~ <1>1),,(<1>1 ~ <1>0)); 
(v) (V(<I>dO~i<n)) and (<I>ov ... v<I>n-1) stand for 

( ... (<I>OV<I>1)V ... )v<I>n-1, 
(A(<I>;j O~i<n)) and (<1>0" ... ,,<I>n-1) stand for 

( ... (<1>0,,<1>1)" ... ),,<I>n-1· 

(Xk)<I> will have the usual meaning" for all Xk' <I>" and will be called 
universal quantifier, and sometimes will be referred to by the symbol V. 
<I> 0" <I> 1 is " <1>0 and <I> 1" and <I> 0 ~ <I> 1 will mean "<I> 0 implies <I> 1" . 

We will use == to mean "is defined by". 
Finally, we define some concepts clarifying the relationship of a variable 

and a formula: 

Definition 5. 

(i) An occurrence of the variable Xk in the formula <I> is bound if it occurs 
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in (3xk) or is within the scope of a quantifier (3Xk). If an occurrence of Xk is 
not bound, then it is called free. 

(ii) A sentence <1> is a formula in which no variable has a free occurrence. 
(iii) A formula <1> is open if every occurrence of every variable is free. 

We will often write <1>(Xio' ••. , xtn _1 ) to indicate that <1> has some of the 

xto ' .•. , xin _ 1 as free variables. Then if Po,···, Pn -1 are polynomial 
symbols <1>(po, .•• , Pn-1) will denote the formula 

<1> /I. (Xio = Po) /I. ... /I. (Xin _1 = Pn-l)· 

§37. SATISFIABILITY AND THE CASE OF BOOLEAN SET 
ALGEBRAS 

In §36 we introduced the language L( T) and the set of formulas L( T). 
There are two approaches to the further development of the language. 
The first one is the syntactical approach in which we concentrate on the 
formal aspects of the language, by formally specifying which formulas are 
always "true" (logical axioms, e.g., <1> -+ <1», and by specifying how we 
can derive from given formulas new ones which are "true" if the given 
ones are "true" (rules of inference). The second one is the semantical 
approach which is based on the concept of satisfiability of a formula by 
elements of a structure. The semantical approach is set-theoretic in 
nature, and therefore it is not very suitable for studying the foundations 
of mathematics. However, our purpose in studying the first order language 
is to give algebraic applications. Since all the results needed for that can 
be developed using only the semantical approach, the syntax of L( T) will 
be completely neglected. The interested reader should consult E. Men­
delson, Introduction to Mathematical Logic, D. Van Nostrand Co., 
Princeton, N. J., 1964 (especially Chapter 2). 

Notation. If A is a set, AW will denote the set of all sequences a of 
type w of elements of A. Sequences will be denoted by small grotesque 
letters a, b, C, .... The k-th entry of a will be denoted by ak • 

If a E AW, k < w, b E A, then a(kjb) will denote the sequence which we 
get from a by replacing the k-th entry by b. 

Definition 1 (A. Tarski). Let <1> be a formula in L( T), let m: be a structure 
of type T, and let a E AW. The formula <1> is satisfied by a in m: if: 

(i) <1> is an atomic formula of the form 

and 
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or <I> is of the form ry(Yo,' . " Ym,-l) where each YI is either xit or a nullary 

operational symhol fy, and r y(bo, ... , bm, -1), where bl = a" if Y I is xit and 

bl is (fy,)~ if YYI is fy, ' 
(ii) <I> is of the form --, <1>0 and a does not satisfy <1>0; 

(iii) <I> is of the form <l>OV<l>l and a satisfies <1>0 or a satisfies <1>1; 
(iv) <I> is of the form (3Xk)<I>O and <1>0 is satisfied by a(kjb) for some b E A. 

Remarks. (1) By Definition 36.3, Definition 1 defines satisfiability for 
every formula. 

(2) In Definition 1 (i) the X;I need not be different; however, each 

occurrence of XII is replaced by all' 
(3) In checking whether a formula <I> is satisfied by a E A'" in ~ we have 

to "tear down" <I> to the "pieces" it was built up from. Since in this 
process (when (iv) is applied) the number of free variables may increase, 
it is not convenient to start with an a E A k, where k is the number of free 
variables in <1>. However, if the free variables in <I> are at most xio ' .. " xln _ l' 

<1>= <I>(X;o' "', Xln_l)' then we can say that (blo "'" bln _) satisfies <I> in 
~ if there is an a E A'" satisfying <I> such that all = bll' j =0, .. " n -1. If 
this is the case, we will say that <I>(blo ' .. " bin -1) is true. In particular, if 
<I>(X;) is free at most in XI, then" <I>(a) is true", or "a satisfies <1>" will 
mean that a E A and (a) satisfies <1>. It should be emphasized that 
<1>( blo " .. , bin _ 1) is not a formula in the language L( 7'). 

We will illustrate the concept of satisfiability by analyzing the example 
of Boolean set algebras, that is, the Boolean algebras of the form ~(A) = 
(P(A); n, U, " 0, A). (This part of §37 may be omitted, or only paged 
over at first reading. Theorems 1 and 2 will be applied only in §47.) Inthe 
corresponding language we use V, /\, ',0, and 1 as operation symbols, 
where (O)!j.!(A)= 0 and (1)!j.!(A)=A. 

In this section up to Remark 2 following Theorem 2, "formula" will 
always mean" formula in the language associated with Boolean algebras". 

First we give examples of what formulas can express. 
There is a formula p(l)(x) which is satisfied by a E P(A) if and only if 

lal = 1. Indeed, 

p(l)(X) == (y)((x~y v x/\y=O) 1\ x~O). 

In this formula we used the abbreviations x~y for x=x/\ y and x~O for 
--, (x=O). 

There are formulas p(n)(x) and p<~n)(x) for every n;;:; 0 which are satis­
fied by a E P(A) if and only if lal = n, lal;;:; n, respectively. Indeed, if n > 0 

p<n)(x) == (3xo)' .. (3Xn -1)( p(l)(xO) 1\ P(1)(X1) 1\ .•• 1\ p(l)(Xn -1) 1\ 

XO/\X1=0 1\ xO/\X2=0 1\'" 1\ xn _2/\xn _1=0 1\ 

X= Xo V Xl V ... V Xn-1)' 
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We get p<!i:;nl(x) by replacing X=XO V Xl V ... V Xn-l by x2xo V Xl V 
... VXn_l. Finally, P<Ol(x) is x=O and p<!i:;Ol(x) is, e.g., x=x. 

An atomic Boolean polynomial, symbol in X o, ... , Xn -1 is one of the form 
x~o t\ xii t\ ... t\ x!,n.: l, where if = 0 or 1 and x/ stands for xf and x/ 
stands for x/. Note that there are 2n atomic Boolean polynomial symbols 
in Xo, ... , Xn-l. (Compare Exercise 1.13.) 

To express the meaning of combinations of p(nl(x) and p<!i:;nl(x) we 
introduce the concept of an n-ary table of conditions. 

Definition 2. 

(i) An n-ary table of conditions T is a pair <p, V), where p is a 
mapping of P({O,· .. , n-l}) into the set of natural numbers and V is a 
subset of P({O, ... , n-l}). 

(ii) <ao,···, an-I) satisfies T in ~(A) (ao,···, an- 1 E P(A)) if for 
every rs;;{O, ... , n-l} 

1 n ( I · ) n ( , I· J,. )1 {= p(r) ifr E V, 
a l tEr n a l ty=r ;;; p(r) ifr¢ V. 

(iii) Finally, for every n, weformally introduce an n-ary table of conditions 
F, which is not satisfied by any sequence. 

Remark. Intuitively, we get an n-ary table of conditions as follows: we 
divide the set of atomic Boolean polynomial symbols in Xo, ... , Xn - l into 
two sets 

Co = {x~O t\ ... t\ x~n.:ll {j I if = O} E V}, 

C l = {x~o. t\ ... t\ x~n_-ll {j I if = OH V}. 

Each atomic Boolean polynomial symbol p is then assigned to a formula 
p<kl ifp E Co or to a formula p<!i:;kl ifp E Cl . 

For n= 1, a unary table of conditions T is in effect a P<kl(xo) or 
p<!i:;kl(xo). For n=2, we give the following example: 

, 
Xo 

In this example we have p<!i:;2l(xo t\ Xl), p<!i:;Ol(xo' t\ Xl), P<5l(xo t\ Xl')' 

P(7l(xo' t\ Xl'). Thus V = {{O}, 0} and the mapping p is given by 

o {O} {I} {O, I} 

p 7 5 o 2 
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Theorem 1. Let To,·· ., T M - 1 be n-ary tables of conditions. Then there 
exists a formula <1> which is free at most in Xo,· .. , Xn -1 such that <1> is 
satisfied by <ao,···,an- 1 ) in ~(A) if and only if<ao,···,an- 1 ) satisfies 
T;jor some i, O~i<M. 

The proof of Theorem 1 is obvious since any table of conditions can 
easily be expressed using p(m)(x) and p(?;m)(x), with the exception of F, 
which is equivalent to O=lI\O~l. 

Theorem 2 (T. Skolemt). Let <1> be a formula free at most in Xo,· .. ,xn- 1. 
Then there exist a positive integer M and n-ary tables of conditions To, ... , 
T M - 1 such that a=<ao,···,an_1 ), ajEP(A), satisfies <1> in ~(A) if and 
only if a satisfies some T j with 0 ~ i < M. 

Proof. Let f denote the set of all formulas for which the statement of 
the theorem holds. 

(i) Every atomic formula is in f. Indeed, if <1> is an atomic formula, 

free at most in X o,· .. , xn - 1 , then it is equivalent to w=O, where 

w == (p 1\ q') V (pi 1\ q). 

Since w is a Boolean polynomial symbol, it is equivalent to a join of 
atomic Boolean polynomial symbols, 

v ( /\ (xd i Er) 1\ /\ (xt' I i if' r) IrE U). 

Since w(ao, ... , an -1) = 0 if and only if 

n (all i E r) (\ n (at' I i if' r) = 0 for all r E U, 

if we define p(r) =0 for all r E P({O, . .. , n-l}), then with M = 1, T o= 
<p, U) satisfies the requirements of the theorem. 

(ii) If <1> E f, then --, <1> E f. Since p(n)(x) can be negated by " PO)(x) or 
p(1)(x) or ... or p(n -l)(X) or p(?;n + l)(X)" and p(?;n)(x) can be negated by 
" P(O)(x) or ... or p(n -l)(X)", thus the negation of every table of conditions 
T can be expressed as a finite set of tables of conditions. Let S(T) 
denote the set of all tables of conditions we get by the above process. 
If <1> is associated with To,···, T M -1' then --, <1> is associated with 
S(To) (\ S(T1 ) (\ ••• (\ S(TM - 1 )· 

(iii) If <1>0' <1>1 E f, then <1>0 V <1>1 E f. We can assume that <1>0 and <1>1 are 
both free at most in Xo, ... , Xn -1. If <1>0 is equivalent to the tables of 

t Skrifter utgit av Videnskapsselskapet, Kristiania, I. Klasse No.3, Oslo, 1919. 
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conditions To, ... , T M - l and <1>1 to To',· .. , T~'_1> then <l>OV<l>l is equiv-
alent to To, ... , T M -1> To', ... , T~, -1> which concludes the proof of (iii). 

(iv) If <I> E r, then (3Xk)<I> E r. 

Example: Let <I>(xo, Xl) denote the formula which is equivalent to the 
table of conditions 

Since there exists an al such that lao n all ~ 3 and lao n al'l = 0 if and 
only if laol~3, and similarly laO'nal l=2 and laO'nal'l~5 yield 
lao'l ~ 7, we get that (3xl )<I>(xO' xd is equivalent to the table of conditions 

~3 ~7 

The same method applies in the general case and the formal proof is 
left to the reader. 

Remark 1. If we assume that a=<ao,· .. , an - l ) is a partition of A, 
that is, at n aj = 0 if i:l:j and ao V a l v· .. V an - l =A, then a table of 
conditions for such a sequence simply imposes conditions on I ao I, ... ,I an - 11· 

Remark 2. Theorem 2 is constructive, that is, given a formula <1>, we 
can construct in a finite number of steps M and To,· .. , T M - l by follow­
ing the procedures in the proof. 

Remark 3. The proof of Theorem 2 is an illustration of a method which 
will be called induction on formulas. This method is applied when we 
want to describe the meaning of sentences of a certain theory. The trick 
is to do more: describe the meaning of all formulas and prove this state­
ment using steps (i)-(iii) as in Theorem 2. The same inductive proof could 
not be applied to sentences only, because in step (iv), if (3Xk)<I> is a sen­
tence, <I> need not be a sentence. Other examples of this method can be 
found in almost every section of Chapters 6 and 7 and also in the Exer­
cises. The applicability of this method is restricted; it can only be applied 
when not only the valid sentences but also the satisfiability of formulas 
admit a good description. 
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Next we introduce some basic concepts of the first order logic. 

Definition 3. Let <I> and '¥ be formulas in L( T). 

(i) We write <I> F '¥ if, for any structure ~ and a E A OJ, if <I> is satisfied 
by a in ~, then'¥ is also satisfied by a in ~. 

(ii) If <I> F'¥ and '¥ F <1>, then we write <I> -¢> '¥ and we say that <I> and '¥ 
are equivalent. 

(iii) If <I> is satisfied by every a E AOJ, then we write ~F <1>. 
(iv) If ~F <I> holds for all structures ~, then we write F <1>. 
(v) If ~ is a family of formulas, then ~ F'¥ means that if a satisfies <I> 

in ~ for all <I> in ~ then a satisfies '¥ in Ill. 
(vi) If~ and n are families of formulas, then ~ F n means that ~ F <I> for 

all <I> E n. 
(vii) ~ -¢> n means that ~ F n and n F ~. 

(viii) If ~ is a set of formulas and ~F <I> for all <I> E~, then ~ is a model 
of~ or ~ satisfies~. 

These notations will be most frequently used for sentences. If <I> is a 
sentence, then ~F <I> means that <I> holds in ~, which is equivalent to 
saying that <I> is satisfied by some or by all a E AOJ in ~. 

The next result establishes the rules of satisfiability for the connectives 
1\, ------, and ~, and for the universal quantifier. 

Theorem 3. Let I!{ be a structure and a E A OJ. 

(i) (xk)<I> is satisfied by a if and only if a(kjb) satisfies <I> for all b E A. 
(ii) <1>0 -+ <1>1 is satisfied by a if and only if the satisfaction of <Do by a 

implies the satisfaction of <D1 bya. 
(iii) <Do ~ <D1 is satisfied by a if and only if both <Do and <D1 are satisfied 

by a or neither <Do nor <D1 is satisfied by a. 
(iv) <Do 1\ <D1 is satisfied by a if and only if <Do and <D1 are satisfied by a. 

The proofs of these and of most of the other rules which will be given in 
the sequel are very easy. As an illustration, we will prove (i). 

(xk)<I> is satisfied by a if and only if ---, ((3xk)( ---, <1») is satisfied by a. 
This is equivalent, by Definition 1, to the nonsatisfaction of (3xk )( ---, <1» by 
a. Again by Definition 1, the last statement is equivalent to the condition 
that no a(kjb) satisfies ---, <1>, that is, a(kjb) satisfies <I> for all b EA. 

Definition 4. A formula '¥ is in the prenex normal form if it is of the 
form 

(QOXjO)(Q1Xjl)'" (Qn-1Xi n _l)<I>, 

where the Qj are quantifiers (that is, 3 or 'If) and <I> is a formula which does not 
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contain any quantifier. In particular, the case n=O, i.e., the case of no 
quantifiers, is permitted. In this case, 'Y is simply an open formula. 

(Qoxto)· .. (Qn-1Xln -1) 

is called the prefix and <I> is called the matrix of'Y. 

Theorem 4. Every formula is equivalent to a formula tn the prenex 
normal form. 

Again, the proof is a trivial induction which is based on the following 
rules: 

Let <I> be an arbitrary formula and let 'Y be a formula which does not 
contain the variable x. Then 

(i) -. (x) <I> <0> (3x)( -. <1». 
(ii) -. (3x) <I> <0> (x)( -. <1». 

(iii) (x)<I>(x) 1\ 'Y <0> (x)(<I>(x) 1\ 'Y). 
(iv) (x)<I>(x)v'Y <0> (x)(<I>(x)v'Y). 
(v) (3x)<I>(x)I\ 'Y <0> (3x)(<I>(x) 1\ 'Y). 

(vi) (3x)<I>(x)v'Y <0> (3x)( <I> (x) v 'Y). 

If 'Y is an arbitrary formula, then 

(vii) (x)<I>(x)I\(x)'Y(x) <0> (x)(<I>(x) 1\ 'Y(x)) 

and 

(viii) (x)<I>(x)v(x)'Y(x) <0> (x)(y)(<I>(x)v'Y(y)), 

where y is any variable which occurs neither in <I> nor in 'Y, and 'Y(y) is the 
formula obtained from 'Y(x) by replacing all free occurrences of x by y. 

If <I> is a sentence (or, in general, a formula) in the prenex normal form 
and all the quantifiers are universal, then <I> is called a universal sentence 
(resp. universal formula). Let us note that in most algebra books the uni­
versal sentences are given in the form of open formulas. For instance, the 
commutative law is usually given as xy=yx, and by that is meant 
(x)(y)(xy=yx). 

Finally, let us note that a sentence defines a property of structures. 
That is, if <I> is a sentence and m is a structure, then either <I> holds or <I> 
fails to hold for m. On the other hand, a formula <I>(xo, ... , Xn _ d which is 
free at most in xo, ... , Xn -1 defines an n-ary relation on the elements of a 
structure. The relations thus defined are called first order relations. Not 
all relations are first order relations. For instance, let m be a structure of 
type 7 where 00 (7) and 01(7) are finite, IAI ~N:o. Then the number of 
n-ary relations on A is 21A1 , while the number of first order relations de­
finable in L(7) cannot exceed the number of all formulas in L(7), which 
is N:o. 
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This concludes our discussion of the language L( T). Now we are ready 
to do something interesting. 

§38. ELEMENTARY EQUIVALENCE AND ELEMENTARY 
EXTENSIONS 

In this section, let T be a fixed type; every structure will be assumed to 
be of type T unless otherwise specified. 

Definition 1. The structures m and 58 are elementarily equivalent (in 
notation: m == 58) if and only if every sentence which holds in m holds in 58 
as well. 

Corollary 1. If m and 58 are elementarily equivalent, then a sentence holds 
in m if and only if it holds in 58. 

Indeed, if the sentence II> holds in 58 and II> does not hold in \l(, then, II> 
holds in m. Thus, by definition, ,-II> holds in 58, which yields a contra­
diction. 

Corollary 2. If m and 58 are isomorphic, then they are elementarily 
equivalent. 

This statement is so obvious that it hardly needs a proof. The reader 
will not find any difficulty in proving it using induction on formulas. 
The following more general (but equally trivial) statement, has to be 
verified. 

Let m and 58 be isomorphic, let gJ be an isomorphism, and II> a formula. 
Then a E A'" satisfies II> in m if and only if b E B'" satisfies II> in 58, where 
bj=ajgJ, i=O, 1" ". 

In general, isomorphism is much stronger than elementary equivalence. 
However, in the finite case, the two concepts coincide. 

Consider the sentence 11>: 

(3xo)'" (3xn_ l )(xn)(xo ¥: Xl 1\ Xo ¥: X2 1\ •.• 1\ Xn-2 ¥: Xn- l 1\ 

(Xn = Xo V ... V Xn = xn- l )). 

Since II> holds in m if and only if A has exactly n elements, we obtain: 

Corollary 3. If m and 58 are elementarily equivalent and m has n elements, 
then 58 also has n elements. 

Definition 2 (A. Tarski). Let m and 58 be structures. 58 is said to be an 
elementary extension of m if A S B and for each formula II> and each 
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a E A'" the formula <I> is satisfied by a in ~ if and only if <I> is satisfied by 
a in~. 

If ~ is an elementary extension of ~, then ~ is said to be an elementary 
substructure of lB. An embedding rp of ~ into lB is called an elementary 
embedding if the image of ~ under rp is an elementary substructure of ~. 

Corollary I. If lB is an elementary extension of~, then ~ is a substructure 
of~· 

The proof is trivial. We have only to apply the definition to the formulas 

and 

As a matter of fact, ~ is a substructure of ~ if and only if ~ and lB 
satisfy the criterion for elementary extension for atomic formulas. 

Corollary 2. If ~ is an elementary exten..~ion of ~, then ~ and ~ are 
elementarily equivalent. 

Theorem I (A. Tarski). Let ~y, Y < S, be structures with the property 
tlutt if Yo < Y1 < S, then \lIyo is an elementary substructure of ~Yl' Define ~l 
as the union of the structures ~Y' Then ~{ is an elementary extension of ~o. 

Proof. Let r denote the set of all formulas <I> with the property that, 
for any y< S and a E Ay"', <I> is satisfied by a in ~y if and only if <I> is 
satisfied by a in ~. 

(i) If <I> is an atomic formula, then <I> E r. This is the remark following 
Corollary l. 

(ii) If <I> E r, then --, <I> E r. Indeed, --, <I> is satisfied by a in ~y if and 
only if <I> is not satisfied by a in ~Y' Since <I> E r, this is equivalent to the 
condition that <I> is not satisfied by a in ~, that is, --, <I> is satisfied by 
a in ~. This shows that --, <I> E r. 

(iii) <1>0' <1>1 E r imply that <1>0 v <1>1 E r. This is trivial (like (ii)). 
(iv) <I> E r implies that (3Xk)<I> E r. Indeed, if (3xk )<I> is satisfied by 

a E Ay'" in ~Y' then <I> is satisfied by a(kjb) for some bE A y. Since <I> E r, we 
get that <I> is satisfied by a(kjb) in ~, which implies that (3xk)<I> is satisfied 
by a in ~. Conversely, if (3Xk)<I> is satisfied by a E Ay'" in ~, then <I> is 
satisfied by a(kjb) for some bE A. Let bEAn, Y~7J' Then a(kjb) E An"'. 
Since <I> E r, we get that a(kjb) satisfies <I> in ~ if and only if it satisfies 
<I> in ~n- Thus, a(kjb) satisfies <I> in ~n- Therefore, (3xk )<I> is satisfied by a 
in ~n. Since ~n is an elementary extension of ~Y' we get that a satisfies 
(3xk)<I> in ~Y' This proves that (3xk)<I> E r. 
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By the definition of a formula, we get that r is the set of all formulas. 
Thus, m: is an elementary extension of m:y, y < 8, and, in particular, of m:o· 

The proof is again an example of induction on formulas. 
A useful criterion for recognizing elementary extensions is given in the 

following theorem. 

Theorem 2 (A. Tarski). Let m: and j8 be structures. Then j8 is an 
elementary extension of m: if and only if 

(i) j8 is an extension of m:; 
(ii) for every formula <1>, k~O, a E A"', if a satisfies (3x,J<I> in j8, then 

there exists an element b E A such that a(kjb) satisfies <I> in j8. 

Proof. Let j8 be an elementary extension of m:. Then (i) is Corollary 1 to 
Definition 2. To prove (ii), assume that a satisfies (3Xk)<I> in j8. Then a 
satisfies (3xk)<I> in m:. Thus, <I> is satisfied by a(kjb) in m: by some bE A. 
Again, since ~ is an elementary extension of m:, <I> is satisfied by a(kjb) 
in j8. 

Now assume that (i) and (ii) hold and let r denote the set of all formulas 
<I> such that <I> is satisfied by a E A'" in m: if and only if <I> is satisfied by 
a in j8. By (i), r contains all atomic formulas, and <1>0' <1>1 E r imply 
---, <1>0' <1>0 V <1>1 E r. (This is trivial, as in the proof of Theorem 1.) 

It remains to prove that <I> E r implies (3xk)<I> E r. Indeed, (3xk)<I> is 
satisfied by a E A'" in j8 implies, by (ii), the existence of b E A such that 
a(kjb) satisfies <I> in j8. Since <I> E r, a(kjb) satisfies <I> in m:. Thus, (3xk )<I> is 
satisfied by a in m:. Conversely, if (3xk)<I> is satisfied by a in m:, then for 
some bE A, <I> is satisfied by a(kjb) in m:. Thus, since <I> E r, we get that 
<I> is satisfied by a(kjb) in j8. This completes the proof of Theorem 2. 

An elementary extension of m: is an extension of m: which is elementarily 
equivalent to m:. However, the converse is not true. (See Exercise 21.) 

Now we apply Theorem 2 to get the celebrated result ofLOwenheim and 
Skolem in the stronger form due to Tarski. (This is the "downward" 
theorem; the "upward" form will be given in §40.) 

Theorem 3 (LOwenheim.Skolem-Tarski). Let m: be a structure. Let Bs;A 

satisfy o( 'T) ~ I B I, No ~ I B I. Then there exists 0 S; A such that B S; 0, 
IBI = 101, and Q: is an elementary substructure ofm:. 

Proof. Let A={ayl y<a}. Set Oo=B, and for each n~O define On+1= 
{b I b E A and there exist a formula <1>, k~O, and a E On'" such that b is the 
first element with the property that a(kjb) satisfies <I> in m:}, where" first 
element" refers to the given well ordering of A. 
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Using the formula XO=X1' we get 0 0 -:;;,01 -:;;,02 -:;;, •••• Set 

o = U (Od i < w). 

Obviously ~ is a substructure which satisfies the conditions of Theorem 
2. Thus, m is an elementary extension of ~. Since the number of 
formulas does not exceed IBI, it follows that 10ni = IOn+11 for all n. 
Thus, IBI ~ 101 ~ IBINo= IBI, which proves that IBI = 101. 

Corollary. Assume that o( 'T) ~ No. Then every infinite structure ~ has a 
countable elementary substructure. 

It is obvious that this fails to hold in general if o( 'T) > No. Indeed, if there 
are.\) nullary operational symbols and they represent distinct elements of 
m, then they represent distinct elements in any substructure ~ of m, 
thus IBI~.\). However, though IBI~.\) is necessary it is not sufficient for 
Theorem 3 to hold, as will be shown in the next section. 

The following two theorems will show interesting examples of ele­
mentary extensions. 

Theorem 4 (R. Vaught). Let K be a class of algebras of type 'T. Assume 
tkat the free algebras ~·h( m) and ~h(n) exist and that No ~ n ~ m. Let 
{xd i E J} be the set of free generators of ~'h(m) (III = m) and let J -:;;'1, 
IJI = n. Let ~' be the subalgebra generated by {xIii E J}. Then ~' ~ ~K(n) and 
~K(m) is an elementary extension of ir'. 

Proof. We have already proved that ir'~ irK(n). Let <I> be free at most 
in Xo,· .. , xn - 1 , and let bE (F')OJ satisfy (3Xk)<I> in irK(m). Then there 
exists an a E FK(m) such that b(kja) satisfies <I> in irK(m). Choose J'-:;;,J 
and 1'-:;;,1, I', J' finite, such that bo,···,bn _ 1 E[{xlliEJ'}] and 
a E [{xII i E 1'}]. Since J is infinite, there exists a permutation p of I such 
that 

l' p -:;;, J and ip = i for i E J'. 

Let cP, be the automorphism ofirK(m) with XICP=X1(j) for i EJ. Then bICP=bl , 

i=O,···,n-l and acpEF'. Thus b(k/acp) satisfies <I> in irK(m). By 
Theorem 2, ~K(m) is an elementary extension of ir', which was to be 
proved. 

Corollary. If m, n~ No, then ~h(m) and ~'h(n) are elementarily equivalent. 

Theorem 5. Let I be a set. Oonsider the Boolean algebra I,U(I). Let ~ be 
an arbitrary subalgebra of I,U(J) containing all finite subsets of 1. Then I,U(I) 
is an elementary extension of (t. 
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Proof. This follows from Theorem 2 and the corollary to Theorem 37.2. 

Let K be the class of all Boolean algebras of the form ~ (I). It is easy to 
see that I(K) is the class of all complete and atomic Boolean algebras. 

Corollary. Let T be the type of Boolean algebras and let <l> E L( T) be a 
sentence which holds for an algebra of type T if and only if it is an atomic 
Boolean algebra. If'Y E L( T) is a sentence that holds for all algebras in K, 
then <l> 1= 'Y. 

In other words, a first order property of all atomic complete Boolean 
algebras is a consequence of the fact that the Boolean algebras considered 
are atomic. (See G. Gratzer, Notices Amer. Math. Soc. 12 (1965), p. 126. 
This is implicit in A. Tarski, Bull. Amer. Math. Soc. 65 (1949), p. 64.) 

Proof. Let us assume that 'Y violates the statement of the corollary. 
Then there exists an atomic Boolean algebra 'iB = <B; v, 1\, ',0, 1) 
satisfying -, 'Y. Let I be the set of all atoms of 'iB and define r(a) = 

{p I p;:;;; a, p E I} for all a E B. Then rp: a --+ r(a) is an embedding of'iB into 
1ll=~(I). Let C=Brp. Then (£ is a subalgebra of III containing all finite 
subsets of I. Thus, by Theorem 5, III and (£ are elementarily equivalent. 
Since 'iB and (£ are isomorphic, -, 'Y holds in (£ and thus in III as well, 
contrary to our assumption. 

* * * 
Sometimes it is useful to consider several languages simultaneously. 

Starting with a type T, we get larger types 7], v, etc., by adding new 
relational symbols and operational symbols. Then if we consider a struc­
ture Ill' of type 7], we get from that a structure III of type T by deleting all 
the adjoined operations and relations. This structure III is called aT-reduct, 
or an L( T) reduct of Ill', or simply a reduct of Ill'. 

The following statements are then trivial. 

Lemma 1. Let III and 'iB be structures of type T and let 'iB be an extension 
of Ill. Then 'iB is an elementary extension of III if and only if every reduct 
'iB' of 'iB of finite type is an elementary extension of the corresponding reduct 
Ill' of Ill. 

Lemma 2. Let III and 'iB be structures of type T. Then III is elementarily 
equivalent to 'iB if and only if every reduct Ill' of III of finite type is elemen­
tarily equivalent to the corresponding reduct 'iB' of'iB. 

Both Lemma 1 and Lemma 2 follow from the observation that in a 
formula we use only a finite number of relational and operational symbols. 
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A class of very useful languages can be constructed as follows. Let m be 
a structure of type r, fJ an ordinal, and a E All. We define a new type 
r'=ra as follows: 0o(r')=oo(r)+fJ and 0l(r')=ol(r); for every y<fJ, 
foo(t)+y is a nullary operational symbol, that is, a constant. We will 
write ky for foo(t) +1' We will denote (quite irregularly) by <m, a) a struc­
ture of type r' on the set A, in which the" old" operations and relations 
are defined as in m and (ky)(m.a) = ay for y < fJ. Intuitively speaking, 
<m, a) is the structure that we get from m by introducing a given sequence 
of elements as constants. Note that if IB is an extension of m, then <IB, a) 
is again a structure of type r'. 

If a is a well ordering of m, then in <m, a) every element is a constant. 
The corresponding language will be denoted by Lm(r) and is called the 
diagram language of m. This concept is due to A. Robinson [2]. 

Theorem 6. Let m and IB be structures of type r, let IB be an extension of 
m, and let a be a well ordering of A. Then IB is an elementary extension of Il{ 
if and only if <IB, a) is elementarily equivalent to <Il{, a). 

In other words, Lm(r) is so much stronger than L(r) that elementary 
extension in the weaker language is equivalent to elementary equivalence 
in the stronger one. 

Proof. By the definition of an elementary extension, if IB is an ele­
mentary extension of m, then <IB, a) is elementarily equivalent to <m, a). 

Conversely, assume that <IB, a) and <m, a) are elementarily equivalent. 
Let $ be a formula in L(r) and assume that bE A'" satisfies $ in m. Let 

x io ' .. " Xin _ 1 be all the distinct free variables in $. Replacing XII by 
kil,j=O, ... , n-l, we get the sentence $' EL(ra). 

Since b satisfies $, $' holds in <m, a) and thus it holds in <IB, a). Thus, 
b satisfies $ in m if and only if it satisfies $ in lB. That is, IB is an ele­
mentary extension of m. 

Corollary. Let IB be an extension of m. Then IB is an elementary extension 
of m if and only if <m, a) is elementarily equivalent to <IB, a) for all finite 
sequences a of elements of A. 

§39. PRIME PRODUCTS 

Prime products of algebras were defined in §22. We are going to define 
the same concept for structures. 

Definition 1. Let (mi liE 1) be a family of structures and let ~ be a prime 
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dual ideal in the Boolean algebra ~(I). (Briefly, P) is prime over I.) Set 
A = TI (All i E I). For f, g E A, define f == g(P)) if and only if 

{i If(i)=g(i)} E P). 

Let r denote the equivalence class containing f. The prime product 
TI (mi liE I) of the mi with respect to P) is defined on the set TI!'P (Ai liE I) of 
all r, fE TI (All i E I); the operations are defined by fy{fov, ... '!:y_1)=r 
if and only if 

{ilfy(fo(i), .. ·,fny-1(i))=f(i)} E P) 

and the relations by r y{f 0 v, ... ,f:'y -1) holds if and only if 

{i I ry{fo(i), .. ·,fmy-1(i))} E P). 

Of course, it has to be verified that the operations and relations are 
well defined; this can be done in the same way as in §22. 

Intuitively, Definition 1 can be restated as follows: Let us say that a 
subset of 1 is of measure one (measure zero) if it is (is not) contained in P). 
Then we define equality and the operations and relations componentwise, 
except on a set of measure zero. 

Prime products are also called ultra products in the literature (since dual 
ideals are also called filters and prime dual ideals: ultrafilters). 

Definition 1 and Theorem 1 are due to J. Los [2], although the concept 
of prime product in special cases was already considered by T. Skolem. 
The importance of this concept was observed by A. Tarski who pointed 
out that the compactness theorem (see Theorem 2) can be derived from 
Theorem 1. Influenced by this discovery, T. Frayne, A. C. Morel, D. S. 
Scott, H. J. Keisler, S. Kochen, and others developed the theory of prime 
products. 

The prime product of the mi with respect to P) will be denoted by 
TI!'P (mi liE I). 

Let f E (TI (Ai liE 1))01, that is, f=<fo,f1'· .. ). Then f(i) will denote 
thesequence<fo(i),f1(i), ... ),and fVwilldenote the sequence <fov,f1v, ... ). 
Obviously, f(i) E At and fV E (TI!'P (Ai liE I))W. 

Corollary. Let ct> be an atomic formula and f E ( TI (Ad i E 1))01. Then fV 
satisfies the formula ct> in TI!'P (Ill i liE I) if and only if 

{i I f( i) satisfies ct> in mi } E P). 

Proof. Trivial by definition. 

The most important property of prime products is that if ct> is a first 
order sentence that holds in every mi, then it holds in TI!'P (mi liE I). The 
proof again uses induction on formulas. Thus the basic result, Theorem 
1, is a statement about arbitrary formulas. 
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Theorem 1. Let ~= n~ (~II i E I). Let ~ be a formtda and let 
f E ( n (AI liE I))"'. Then ~ is satisfied by fV in ~ if and only if 

{i I f(i) satisfies ~ in ~I} E~. 

Intuitively, we get satisfaction if the components satisfy ~ on a set of 
measure 1. 

Proof. For every formula ~ and f E (n (All i E I))'" set S(~, f)= 
{i liE I, ~ is satisfied by f(i) in ~a, and r={~ I ~ is satisfied by tv in ~ 
if and only if S(~, f) E ~}. 

(i) If ~ is atomic, then ~ E r by the corollary to Definition l. 
(ii) If ~ E r, then --, ~ E r. First note that S( --,~, f)=I -S(~, f). Now, 

--, ~ is satisfied by fV if and only if ~ is not satisfied by fV, which is equiva­
lent to S(~,f)¢~ since ~Er. This is equivalent to I-S(~,f)= 
S( --, ~, f) E ~ which was to be proved. 

(iii) If ~o, ~1 E r, then ~OV~l E r. Using the identity 

S(~o, f) U S(~l' f) = S(~OV~l' f), 

we can reason as in (ii). 
(iv) If ~ E r, then (3xk)~ E r. (3Xk)~ is satisfied by fV if and only if ~ 

is satisfied in ~ by some fV(kfgV), g E n (AI liE I), that is, if and only if 
S(~, f(kfg)) E~. This is equivalent to {i I f(i )(k/g( i)) satisfies ~ in ~I} E~. 
Since S((3Xk)~' f);;2{i I f(i)(k/g(i)) satisfies ~ in ~I}' we get that 

S((3Xk)~' f) E~. 

Conversely, if S((3Xk)~' f) E~, then define g(i) E AI for i E S((3Xk)~' f) 
such that f(i)(k/g(i)) satisfies ~ in ~!. 

Define g(i) in an arbitrary manner for i¢S((3xk)~,f). Then 
S((3Xk)~' f)£S(~, f(k/g)). Thus, S(~, f(k/g)) E~. Since ~ E r, this means 
that ~ is satisfied by fV(kfgV) in ~, which implies that (3Xk)~ is satisfied 
by fV in~. 

By the definition of formulas, this completes the proof of Theorem 1. 

Corollary 1. Let ~ be a sentence and let ~I' i E I, be structures in which ~ 
holds. Then ~ holds in n~ (~II i E I) for any ~ prime over I. Further, the 
sentence ~ holds in n~ (~II i E I) if and only if {i I ~ holds in ~!} E~, 
where ~ is prime over I. 

A typical application is the following. 

Corollary 2. Let ~ be prime over I and let n be a positive integer. Then 
n~(~11 i E I) has n elements if and only if {i I~! has n elements} E~. 
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Indeed, in §38 we constructed a sentence $ that holds if and only if the 
structure has n elements. The second part of Corollary 1 applied to this 
sentence $ yields Corollary 2. 

A very important consequence of Theorem 1 is the so-called compactne8s 
theorem: 

Theorem 2. Let ~ be a set of sentences. Assume that for each finite subset 
~l of ~ there is a structure in which all sentence8 of ~l are satisfied. Then 
there exists a structure in which all sentences of~ are satisfied. In other words, 
if each finite subset of ~ has a model, then ~ has a model. 

Remark. For languages of finite type, Theorem 2 is a trivial corollary 
to Godel's completeness theorem. It was observed by A. I. Mal'cev and 
later by L. A. Henkin that the result can be extended to languages of 
arbitrary type. 

The reason for the name "compactness theorem" is that it implies the 
compactness of a certain topological space (see Exercises). 

Proof. We can assume that ~ is closed under conjunction. Let ~= 
{$II i E I}. Let m-I be a structure in which $1 is satisfied. Set Ij={i liE 1 
and $j holds in m-I}. Now if $jl\$k=$, then I j n Ik=I,. Thus, by the 
corollary to Theorem 6.7, there exists a p) prime over 1 such that I j E p) 

for allj E 1. 
Set m-= [1!'J (m-II i E 1). By Corollary 1 to Theorem 1, $j holds in m- if 

and only if {i I $j holds in m-I} E P), that is, if and only if I j E P), which 
holds by construction. Thus, every $ E ~ holds in m-, which completes the 
proof of Theorem 2. 

Corollary 2 settles the question: When is a prime product finite 1 
The next result gives some further information on the cardinality of 

prime products of finite structures. We can restrict ourselves to consider­
ing nonprincipal prime dual ideals since if P) is principal, that is, P) = 

{X I X £1 and p E X} for some p E 1, then [1!'J (m-I liE I)~ m-p (apply the 
dual of the corollary to Lemma 22.5); thus, in this case the cardinality of 
the prime product is the same as that of m-p. 

Theorem St. Let m-I, i E 1, be finite structures and let P) be a non principal 
prime dual ideal over 1. Then [1!'J (m-I liE 1) is either finite or of power 
~2Ko. 

Proof. First we construct a family F of functions of positive integers 
into positive integers such that: IFI =21010; if f, g EF and f'f-g, then 
{i If(i) =g(i)} is finite;f(n) < 2" for all n> O. 

t For Theorems 3 and 4, see, e.g., T. Frayne, A. C. Morel, and D. S. Scott [1]. 
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Let A be the set of all sequences of type w of zeros and ones, starting 
with a 1. If q>EA, define I",(n)= 21<nq>(i)2j for n>O and set :F= 
{f", Iq> E A}. Since every positive integer n has a unique representation of 
the form 2 xj2j, where Xj = 0 or 1, we get that :F has all the required 
properties. 

Let us assume that n!!p (m:j liE I) is not finite. 
By Corollary 2, we can find a sequence 0 < kl < k2 < ka < . . . such that 

Ij={i I m: j has at least 2kJ but less than 2kJ+ 1 elements} is nonvoid and 
I j i P) for j = 1,2, .. '. 

Thus, if i E Ii' then we can pick in m: j at least 2kJ distinct elements, 
alj, .. ·,a~kf' Define for every IE:F an ]En(m:diEI) by](i)=ahj), 
where i E I,. 

If 1# g, then {i I](i) =y(i)}s;; U (Id l ~ n) ¢ P), for some n < w; thus, 
]v#yv. Therefore, we have found 2No distinct elements in the prime 
product. 

The prime products of finite structures, and, in particular, those of 
finite relational systems, are very important, as is shown by the following 
result. 

Theorem 4. Let m: be a relational system. Let {mj , i E I} be the set 01 all 
finite subsystems 01 m:. Then there exists a P) prime over I such that m: can be 
embedded in n!!p (m:j liE I). 

Proof. Let g E n (Aj liE I). Set L j ={j I Ai2Aj}. Now if Aj u Ak=AI' 
then LI n Lk=L/. Thus, by the corollary to Theorem 6.7 there exists a 
P) prime over I such that LI E P) for all i E 1. 

For a E A, define la E n (All i E I) by 

J. (.) {a if a E A j , 

a ~ = g(i) if a¢Aj' 

If a# b and a, b E Ai' then {i I/a( i) #lb(i)}2 Li E P); thus, lav #Ibv, This 
shows that the mapping q>: a ~ lav is 1-1. It remains to show that 
r y(ao, ... , amy -1) if and only if r y(/:o' ... ,I:my _ 1)' 

Indeed, if ry(ao, .. " amy-I), then B={i I ry(/ao(i), . .. ,Iamy-l (i»}2 L" 

where {ao,' . " amy - 1}=A j • Thus, BE P) and, by Corollary 1 to Theorem 1, 

ry(/:o" .. ,I:my-.)· 
Conversely, if ry(/:o' .. " I:my _ 1)' then B={i I ry(/ao (i), .. " lamy _ 1 (i»} 

EP). Let Aj={ao, .. ·,amy-l}' Pick an iEBnLj • Then we have 
r y{fao (i), ... ,Iamy _ 1 (i », that is, r y(ao, .. " amy -1) in m:1• Thus, 

ry(ao, .. " amy -1) in m:, which completes the proof. 
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Theorem 4 was formulated for relational systems because in this case 
every finite subset is a subsystem. For algebras and structures, the 
following two variants hold. 

Corollary 1. Every structure can be embedded in some prime product of 
its finitely generated substructures. 

Corollary 2. Let ~ be an algebra and let K be a class of algebras that is 
closed under the formation of prime products. Assume that every finite 
relative subalgebra of ~ can be embedded in some algebra in K. Then ~ can 
be embedded in some algebra in K. 

The following result is an interesting application of Theorem 4. 

Theorem 5. Let ~ be a relational system of type T. Let T' denote the type 
obtained from T by adding an n-ary relational symbol r (thus, o( T') =O(T) + I}. 
Let ~ denote a set of universal sentences in L(r'}. Let us assume that on 
every finite subsystem of ~ we can define r such that ~ is satisfied. Then r can 
be defined on ~ so as to satisfy~. 

Proof. By defining r on every finite subsystem ~I' we have it defined on 
m = n~ (~II i E J) of Theorem 4. By Theorem 1, ~ will be satisfied in m, 
and since ~ consists of universal sentences it will be satisfied in every 
subsystem, which completes the proof. 

We conclude this section by applying prime products to a special type 
of equational classes. 

Theorem 6 (B. Jonsson [8]). Let Ko be a class of algebras and let K be the 
equational class generated by Ko. Let us assume that the congruence lattice of 
every algebra in K is distributive. Then 

where P p is the operator of the formation of prime products. 

Remark. By Theorem 23.2, K = HSP(Ko}, which involves only three 
operators, while the expression in Theorem 6 involves five. Despite this, 
Theorem 6 is a very strong statement. To illustrate its power, take 
Ko={~}, where ~ is a primal algebra. Corollary 1 to Theorem 1 and 
Exercise 20 yield Pp(Ko}S I(Ko}. By Lemma 27.5, HSI(~}=I(Ko}; thus 
by Exercise 5.70 (n=2) and Theorem 6, K=IPsI(~}, which is the only 
nontrivial part of Theorem 27.5. Other applications of Theorem 6 will 
be given in the Exercises. 
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Proof of Theorem 6. By the proof of Theorem 20.3 every ~ E K is 
isomorphic to a subdirect product of sub directly irreducible algebras in K. 
Therefore it is enough to prove that if ~ E K and ~ is subdirectly irre­
ducible, then ~ E HSPp(Ko). 

So let ~ E K be subdirectly irreducible. We can assume that JAJ > 1. 
Since ~ E K = HSP(Ko), there exist ~! E Ko for i E 1, a subalgebra ~ of 
n (~d i E1) and a congruence relation CIl on ~ such that ~/CIl-;;;.~. 

For J s; 1 let 0/ be the congruence relation on n (~! liE 1) defined by 
!=g(0/) if and only if {i 1!(i):;6g(i)}S;1 -J. Set 

C = {JIJ S; 1 and (0/)B ;;;; CIl}. 

C has the following properties: 

(*) 1 E C; also J E C, J S; Limply L E C. 
(**) M, NS;1, M u N E C imply that ME C or N E C. 

(*) is obvious. To prove (**), let M u N E C, that is, 

(0MUN)B ;;;; CIl. 

A trivial calculation shows that 0 MuN = 0 M A 0 N and 

(0M A 0 Nh = (0M )B A (0N )B' 
thus 

((0M)B A (0N)B) V CIl = CIl. 

Since ij;(~) is distributive, we get 

CIl = (CIl V (0M)B) A (CIl V (0N)B)' 

'iB/CIl is subdirectly irreducible; therefore CIl is meet-irreducible and so 
CIl=CIlv(0M )B or CIl=CIlv(0N )B' Thus (0M )B;;;;CIl, or (0N )B;;;;CIl; that is, 
ME C or N E C. Finally, 0 ¢ C since JAJ > 1. 

Let !l) be a dual ideal of \l!(1) maximal with respect to the property 
!l)s;C. We prove that!l) is prime over 1. Indeed, if!l) were not prime, then 
there would exist J S; 1 with J ¢ !l), 1 -J ¢ !l). If for every L E fl}, J n L 

E C, then (*) would imply that !l) and J generate a dual ideal contained in 
C, and properly containing !l), thus contradicting the maximality of !l). 
Thus there exist Lo E!l) and Ll E!l) with J n Lo ¢ C and (1 -J) n Ll ¢ C. 
Set L=Lo n L 1 • Then L E C, J n L ¢ C, (1 -J) n L ¢ C, and L= 
(J n L) u ((1 -J) n L), which contradicts (**). 

Putting 0~= U (0/ IJ E !l)), we have (0~)B;;;; CIl. Thus 

n~ (~! liE 1) E Pp(Ko), 

~/(0~)B E ISPp(Ko), and by the second isomorphism theorem ~ is iso­
morphicto 

(~/( 0~)B)/(CIl/( 0~)B) E HSPp(Ko), 

which was to be proved. 
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Remark. In the proof we used only that m is "finitely" subdirectly 
irreducible. Hence we proved that all "finitely" subdirectly irreducible 
algebras belong to HSPp(Ko). 

§40. PRIME POWERS 

If m! = m for all i E I and ~ is prime over I, then TI."i) (mi liE I) will be 
called a prime power ofm and will be denoted by m."i)l. 

m has a natural embedding into m."i)l. Indeed, for a E A, define fa v E A."i)l 

by fa(i)=a for each iEI. If a=lb, then {ilfa(i)=lfb(i)}=IE~; thus, 
fav=lfbv, The rest of the proof is similar. 

Theorem 1. The natural embedding cp of minto m."i)l, where ~ is prime 
over I, is an elementary embedding. That is, cp is an embedding and the image 
of m under cp is an elementary substructure of m."i)l. 

Proof. Let §t be the image ofm under cpo As we noted above §t is a sub­
structure of m."i)l. Let <1> be a formula and assume that (3xk )<1> is satisfied 
by fV E.J'''' in m."i)l. Then there exists a gV E A."i)l such that fV(k/gV) satisfies 
<1> in m."i)l. Thus, by Theorem 39.1, {i I f(i)(k/g(i)) satisfies <1> in mi} E~. 

Therefore, for some i E I, f(i)(k/g(i)) satisfies <1> in m. Define (g*)V E A."i)l 
by g*(j) =g(i) for all j E I. Then (g*)V E.J' and fV(k/(g*)V) satisfies <1> in 
2lg1. Thus, by Theorem 38.2, §t is an elementary substructure ofmgl. 

Corollary 1. A structure is elementarily equivalent to any of its prime 
powers. 

Corollary 2. Any prime power of a finite structure is isomorphic to the 
structure itself. 

Now we can attack the problem that is the counterpart of the Lowen­
heim-Skolem-Tarski Theorem (Theorem 38.3)-namely, if we are given a 
structure m and a cardinal number m;;;; IAI, we want to know ifm has an 
elementary extension of cardinality m (the upward theorem). 

Theorem 2. Let m be an infinite structure and let m be an infinite cardinal 
number. Then, for every set I of cardinality m, there exists a ~ prime over 
I such that IA."i)ll;;;; 2m. That is, m."i)l is isomorphic to an elementary extension 
of m of cardinality ;;;; 2m• 

The proof is based on the following observation. t 

t This proof is from T. Frayne, A. C. Morel, and D. S. Scott [1]. 
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Lemma 1. Let (Ad i E I) be a family of sets and let {Jk IkE K} be the 
set of all finite subsets of 1. Then there exists a P)I prime over K such that 
TI (AI liE I) can be embedded into TI!61 ( TI (All i E J k) IkE K). 

Proof. Set LI={k IkE K, i EJk} for i E 1. Note that 

Ll1 () LI2 () ... () Lin = {k I {iI, ... , in} S; J k}· 

Thus, Ll1 () ... () Lin =/: 0. Therefore, there exists a P)I prime over K such 
that LI E P)I for all i E I. 

Let f E TI (Ad i E I) and define f9' E TI (TI (Ad i EJk) IkE K) by 
f9'(k) = flk, the restriction off to J k. 

Iff=/:g, thenf(i)=/:g(i) for some iEI and thereforeflk=/:glk ifiEJk • 

Therefore, 

{k 1f9'(k) =/: grp(k)} ;;2 LI E P)l> 

which proves that (frp)v=/:(grp)v. 

Now we prove Theorem 2. 
In Lemma 1, put Aj=A for all iEI. Since A is infinite, IAI=IAlkl. 

Thus, if m ~ III, then 

2m ~ IAII ~ (by Lemma 1) 

~ I TI!61 (Alk I kEK)1 = (since IAI = IAlki> 

= IA~ll· 

Since III = IKI, we can find a P) prime over I satisfying IA~ll = IA!611, 
concluding the proof of Theorem 2. 

Corollary 1. Let m: be an infinite structure of countable type 7 and let 
No ~ m ~ I A I ~ n. Then m: has an elementary substructure of cardinality m 
and a proper elementary extension of cardinality n. 

Corollary 2. Let m: be an infinite structure of type 7 and let m be a cardinal 

number with o( 7) ~ m and IA I ~ m. Then m: has a proper elementary extension 
of cardinality m. 

We get Corollaries 1 and 2 by combining Theorem 2 and Theorem 38.3. 
Of course, the question arises as to whether the condition 0(7) ~ m is 
necessary to get the conclusion of Corollary 2. The following result shows 
that if we drop this condition, then the conclusion of Corollary 2 fails to 
hold. 
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Theorem 3 (M. O. Rabin [1]). There exists a countable structure ~ such 
that every proper elementary extension of ~ has a power ~ c, the power of the 
continuum. 

Proof. Let A be the set of nonnegative integers. We consider every 
element of A as a constant of our language. Let.'F be the family of func­
tions constructed in Theorem 39.3, and letf E.'Fo iff E.'F andfarises from 
a 0, 1 sequence that is not eventually O. For each f E .'F 0 define a unary 
relational symbol r, such that rIta), a E A, if and only if a=f(n) for some 
n E A. Let ~ be the relational system defined on A with the constants and 
relations described above and with the natural ~ relation. Then ~ has the 
following properties each of which can be easily described by infinitely 
many first order sentences: 

(i) For every a E A, if a~n, then there are at most n elements ~a 
each of which is a constant. 

(ii) for every a E A and f E .fF 0, there is a smallest b E A such that 
a~bandr,(b). 

(iii) for every f, g E.'Fo with f¥-g, there are finitely many elements 
a E A such that rf(a) and rg(a), and each of these elements is a constant. 

Now, let i8 be a proper elementary extension of~ and let a E B, a ¢ A. 
Since property (i) holds for i8 as well, but all the constants are in ~, we get 
immediately that n < a for all n EA. 

Thus, if, for eachf E .'F 0' af denotes the smallest element b with a ~ band 
rf(b) (which exists by (ii)), then af ¢ A. Iff¥-g, then af¥-a9 since rf(b) and 
rg(b) imply b E A, by (iii). Therefore, the subset of B defined by {af If E .'Fo} 

has the same power as .'F 0' that is, c. 

M. O. Rabin [1] and H. J. Keisler [4] have some further results on this 
problem. 

§41. TWO ALGEBRAIC CHARACTERIZATIONS OF 
ELEMENTARY EQUIVALENCE 

In the last section, we found an algebraic construction, the prime 
power, which produced elementary extensions. 

In this section we will show that the prime power combined with direct 
limits yields an algebraic characterization of elementary equivalence 
(Theorem 1). Further, if we assume the Generalized Continuum Hypothesis, 
then the prime power itself yields the characterization (corollary to 
Theorem 2). 
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Both results are essentially due to H. J. Keisler [2] and S. Kochen [1]. 
The prime limit construction is taken from Kochen's work (Keisler's 
construction is somewhat different). The second construction is taken 
from Keisler's work. (Kochen announced in an abstract that the corollary 
to Theorem 2 can be derived from a more general result which was shown 
to be incorrect; later on, Kochen corrected the mistake in his construc­
tion). 

We start with the following lemma due to T. Frayne. 

Lemma 1. Two structures m: and j8 are elementarily equivalent if and only 
if j8 can be elementarily embedded into some prime power m:~1 of m:. 

Proof. If j8 has an elementary embedding into some m:~/, then it is 
elementarily equivalent to m:~1 and, by Theorem 40.1, to m: as well. 

Let Dal(T) denote the language for the type T which differs from L(T) 
only in that it contains 0: individual variables xo, .. " X Y' ••• , 'Y < 0: (thus, 
L( T) = D{jJl( T». 

Let m: and j8 be elementarily equivalent and let B = {by I 'Y < o:}. Let r 
denote the set of all formulas <I>(xyO " . " xYn -1)' 'Yo, •. " 'Y1I-1 < 0:, free at 
most in xYo ,"', xYn _ l' for which <I>(byO "'" bYn _ 1) holds in j8. If 
<I>(XyO' •. " xYn _ 1) E r, then the sentence (3xyo )' •. " (3xYn _ 1)<1> holds in j8, 

and therefore it holds in m:. Thus, there exists a sequence of elements 
<a~.y I 'Y < 0:) ofm: such that <I>(a~,yO' .• " a~,yn _ 1) holds in m:. 

We set 1= r and we consider a prime dual ideal p) over I that contains 
for all <I> E r the set 

I~ = {'f1'F'(xyo "'" xYm_J E r and <I>(~,yO"'" ~,ym-1) holds in m:}. 

Such a p) exists since the sets I~ have the finite intersection property. 
Indeed, <1>0 V <1>1 v· .. v <1>,., -1 E I lIlo ('\ ••• ('\ I IIlk -1' 

For 'Y < 0:, define fy E Al by fy(<I» =alll,y' Then we claim the mapping 
cp: by -+ fyv is an elementary embedding of j8 into m:~/. Indeed, if 
<I> (XYO , "', xYn _1) is a formula and <I> (byO , "', byn _ 1 ) holds in j8, then 
<I> E r. Thus, I~ E p); that is, {'f I <I> (a., , Yo , .. " a",Yn -1) holds in m:}= 
{'F'I <I>(/yO ('F') , •. " fYn _ 1 ('F'» holds in m:} E P). By Theorem 39.1, this means 
that <I>(!;o'''''!;n_1)' that is, <I>(bYocp, .. ·,bYn_1CP) holds in m:~l. If we 
specialize <I> to atomic formulas and negations of atomic formulas, then we 
get that cP is an embedding; and applying the result again with arbitrary 
<1>, we see that cp is an elementary embedding. 

Corollary. The mapping .p: A -+ B is an elementary embedding of m: into 
j8 if and only if j8 has an elementary embedding cp into some prime power 
m:~l ofm: such that X=.PCP, where X is the natural embedding ofm: into m:~l. 
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The situation is illustrated in the following diagram: 

Proof. A trivial combination of Lemma 1 with Theorem 38.6. 

Definition 1. Let 91 be a structure, 910=91, 911=(910)~1' 912=(911)~2"'" 
where ~n is prime over In' and let Xn be the natural embedding of 91n into 
91,,+1' The structures 91 i , i=O, 1,2" .. with the mappings 

Xnm = XnXn+1"'Xm-1 

for n < m, Xnn = the identity map on An, form a direct family. Let 91 w denote 
the direct limit of this direct family. 91 w is called a prime limit of91. 

Corollary. Any prime limit 91 w is isomorphic to an elementary extension 
of 91. 

This follows by a combination of Theorem 40.1 and Theorem 38.1. 
Now we state the first algebraic characterization of elementary 

equivalence. 

Theorem 1. Two structures are elementarily equivalent if and only if they 
have isomorphic prime limits. 

Proof. The "if" part is trivial. To prove the" only if" part, let us assume 
that 91 and )!3 are elementarily equivalent. Let 91 = 910, )!3 = )!30. By Lemma 

1, there exists an elementary embedding CP1 of)!3o into some 911 =91~" Let 
Xl denote the natural embedding of 910 into 911, Applying the corollary to 
Lemma 1 to )!30,911, and CP1' we obtain )!31 = ()!30)~', and an elementary 
embedding !f1 of 911 into )!31' If TJ1 denotes the natural embedding of)!3o 
into )!31' then TJ1 = CP1 !fl' 

By applying the corollary to Lemma 1 to 911> )!31' and !f1> we get 91 2 = 
(911)~2' an elementary embedding CP2 Of)!31 into 912, and a natural embed. 

ding X2 of911 into 912 such that X2=!f1CP2' 
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We construct in a similar manner ~n' IBn, 'Pn' !fin, Xn' 'TJn for each n < w 
(see the diagram). 

Wo 580 

xl 1"' 
WI ) 58 1 

x'l 1"' 
W2 ) 582 

• • 
• • 
• • 

W n.l 
1/1 n·l 

) 58n.l 

xi 1"" 
Wn ) 58n 

Now let ~w (resp. IBw) denote the direct limit of the ~I (resp. IBI) with 
respect to the XI (resp. 'TJI)' Since !fin is an embedding of ~n into IBn and 
Xn!fin=!fin-1'TJn' it follows that the !fin define an embedding!fi of~w into IBw' 

Similarly, 'Pn is an embedding of IB n- 1 into ~n and again 'Pn-1Xn= 
'TJn-1'Pn' Thus, the 'Pn define an embedding 'P of IBw into ~w' Now the 
relations !fin -1 'Pn = Xn and 'Pn!fin = 'TJn imply that !fi'P is the identity mapping 
on ~w and 'P!fi is the identity mapping on IBw' Thus, !fi is an isomorphism 
of ~w with IBW' 

We prepare for the proof of the second characterization theorem by 
proving the following lemma. 

Lemma 2. Let XI' i E I, be 8et8, with IXd = m for all i E I, and 8uppo8e 
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III = m, where m is an infinite cardinal. Then we can find X j * S;; X j such that 
IXj*1 =m and if i,j E 1, i#j, then X j* n X/= 0. 

Proof. Set X = U (Xt! i E 1). We will prove that there exists a 1-1 
function f: 12 -+ X such that f(i, j) E Xj' This implies Lemma 2, since we 
can define X j * by {f(i,j) Ij E I}. 

Let a denote the initial ordinal of cardinality m. Since 1]21 = m 2 = m, 
we can index 12 by a, that is 

For {3~a set 

Let P be the set of all 1-1 functions g from some Ip2 into X which satisfy 
the condition g(i, j) E Xj' Then ~ = <P; S;;) is a partially ordered set which 
obviously satisfies the hypothesis of Zorn's Lemma. Therefore ~ has a 
maximal element f: Ip2 -+ X. It remains to show that {3=a. Let {3<a. 

Then p<m. We define g:I~+1-+X as follows: if <i,j)EIn2, then 
g(i,j)=f(i,j); since IIll =~< m, 

I X jp nf(1p2) I < m, 

hence there exists an x E X jp ' x $f(I/); set g(ip,jp)=x. Then feg EP, 
contradicting the maximality of f. This completes the proof of Lemma 2. 

Theorem 2. Let 21j and ~j, i E 1, be structures of type T and let m = Na be 
an infinite cardinal. Let us assume that 111= m, the cardinality of each 21j 
and ~j is ~ 2m, and o(r) ~ m. Then, if 2Ka = Na + 1, the following two con­
ditions are equivalent: 

(i) There exist ~ and C prime over 1 such that if X S;; 1 and IXI < m, 
then t- X E ~ and 1-X E C, and such that 

O~ (21j liE 1) ~ 0., (~j liE 1); 

(ii) for every sentence <l> of L( T), either I{i liE 1 and <l> holds in 21 i }1 = m 
or I{i liE 1 and ---, <l> holds in ~I}I = m. 

Remark. Condition (ii) means that if a sentence <l> holds for fewer than 
m of the 211, then ---, <l> holds for m of the ~j. Another equivalent statement 
is that there is no sentence <l> such that {i liE 1 and <l> holds in 21i} E Pm(I) 
and {i liE I and ---, <l> holds in ~i} E Pm(I), where Pm(I) is the set of subsets 
of I having cardinality less than m and Pm(I) is the set of subsets X of I 
for which I-XEPm(I). The first condition in (i) is Pm(I)S;;~ and 
Pm(I) S;; C. 
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Proof of the Theorem. Suppose (i) holds. Let <I> be a sentence and let 
X ={i liE f and <I> holds in mi}. If IXI < m, then f -X E Fm(l) c;;.~ and 
thus, by Theorem 39.1, -, <I> holds in TI!2 (ml liE f). If also we have 
I YI < m, where Y = {i liE f, -, <I> holds in lSI}' then similarly <I> holds in 
TI8 (lSI liE f), contradicting the isomorphism. Thus, (i) implies (ii). 

Now assume that (ii) holds. Let f3 be the initial ordinal of cardinality m 
and let f3+ be the initial ordinal of cardinality 2m. The assumption 
2Ka = Na + 1 implies that if y < f3 +, then y ~ m. Putting A = TI (Ad i E f) 
and B= TI (Bd i E f) we have that IAI ~2m, and IBI ~2m. Thus, they can 
be written in the forms A={ay IY<f3+} and B={b y ly<f3+}. 

If g is an ordinal and g ~ f3 +, then L( T EB g) will denote the language 
which we get from L( T) by adding the nullary operations ky = fDow + y for all 

y<f 
For all g < f3 + , we will inductively construct elements c~ E A and de. E B 

such that the following three conditions are satisfied: 

(1) If A is a limit ordinal, n is a nonnegative integer, and A+2n < g, then 

c"+2n=a"+n; 
(2) if A is a limit ordinal, n is a nonnegative integer, and A+2n+ 1 < g, 

then d"+2n+l =b,,+n; 
(3) Let <I> be a sentence of L( T EB g) and for each i E Ilet ml.c. (resp. lSl.c.) 

be the structure ml (resp. lSI) augmented by the new constants (k,,)~,. ~ = 
c,,(i) for A< g (resp. (k")!ll,.~=d,,(i) for A< g). (Recall thatc" E TI (AI liE f), 
so c,,(i) E AI') Then either I{i I <I> holds in ml.c.}1 = m or I{i I -, <I> holds in 
lSl.c.}1 = m. 

Let P(g) denote the statement that C6 and d6 have been constructed for 
S<f 

P(O) holds since (1) and (2) are vacuously satisfied, and since L( T EB 0) = 
L(T), mj.o=ml, and lSl.o=lSj, (3) reduces to our assumption (ii). 

If g is a limit ordinal and P(S) holds for S < g, then C6 and d6 are defined 
for S < g; (1) and (2) are obvious and (3) follows from the fact that any 
formula of L( T EB g) is also a formula of some L( T EB S) with S < f 

If g is not a limit ordinal, let A be the greatest limit ordinal ~ f Then 
g can be expressed as g=A+2n (O<n<w) or g=A+2n+1 (O~n<w) 
(see Exercise 0.58). 

First, we consider the case g=A+2n+1. We have to define C,\+2n and 

d"+2n' We set C"+2n=a"+n' 
Let r denote the set of all formulas <I>(xo) of L(T EB (A+2n)) having one 

free variable Xo and such that 

{i liE f and <I>(k'\+2n) holds in ml,c.} E FIII(I). 

Irl~m since O(TEBg)=O(T)+~, and oH~m is assumed, and ~~m 
follows from g < f3 + . Thus the set of all formulas is of cardinality m. 
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For <D E r, let 

X(<D) = {i liE I, (3xo)<D(xo) holds in ~1.H2n}' 

Since {i liE I and (3xo)<D(xo) holds in ~1.H2n} E Pm(I), we get {i liE I and 
-,(3xo)<D(xo) holds in ~1.H2n} ¢ Pm(I) by applying (3) for '\+2n to the 
sentence (3xo)<D(xo) (see the remark following the statement of the 
theorem). Thus, I -X(<D) ¢ Pm(I) and therefore IX(<D)i = m. 

By Lemma 2, we can find for all <D E r an X*(!I»£X(<D) such that 
IX*(<D)I = m and if <D#'I', <D, 'I' E r, then X*(<D) n X*('I') = 0. 

Thus, we can choose an! E B such that, for i E X*(<D), we have that !(i) 
satisfies <D(xo) in ~j.H2n' Set dll +2n =!. 

Then (1) and (2) are obviously satisfied. To show (3), let <D be a sentence 
in L( TEBg) and assume that 

{i liE I and <D holds in ~I.~} E Pm(l). 

If <D does not contain the constant k" + 2n' then <D is a formula in 
L(TEB('\+2n)) and we get {iliEI and -,<D holds in ~1.~HPm(l) by 
applying (3) for '\+2n. 

If <D contains the constant kll + 2n, then it is equivalent to a sentence 

(lxo)( <Do(xo) '" Xo = kH 2n) 

for some formula <Do in L(T EB ('\+2n)). Obviously, <Do E r and thus 
IX*(<Do)1 = m. Since X*(<Do) is disjoint from {i liE I and -, <D holds in 
~I.~}, the latter cannot be in Pm(I), which was to be proved. 

Second, if g='\+2n (O<n<w), then we set dH2n-1=bHn-1 and 
proceed as in the first case. 

This proves the existence of the c~ and d~ for g<f3+. 
Now, for any sentence <D in L(T EB f3+), set 

Y(<D)={i liE I and <D holds in ~j.8+} 
and 

Z(<D) = {i liE I and <D holds in ~1.8+}' 

Property (3) of the sequence shows that either I Y(<D)I = m or IZ( -, <D) I = m. 
Let tfo={Z(<D) I <D is a sentence in L(T EB f3+) and Y(<D) E Pm(I)}. 

Noting that for any pair of sentences <Do, <D1 of L(T EBf3+) we have 
Y(<Do) n Y(<D1) = Y(<Do '" <D1 ) and Z(<Do) n Z(<D1) = Z(<Do '" <D1) it is easily 
verified that t! 0 is closed under finite intersections. Furthermore, if 
Z(<D) E t!o, then Y(<D) E Pm(I). Thus, I Y( -, <D)I = II - Y(<D)I < m and so, 
by (3), IZ(<D)i =m. So ifJ E t!o, K E Pm(l), andJ n K = 0, thenJ£I -K, 
contradicting IJI =m and II -KI < m. This shows that t!o U Pm(I) has the 
finite intersection property. Thus, it is contained in a prime dual ideal t!. 

Set 2)o={Y(<D)! Z(<D) E t!}. If J = Y(<D) E 2)0' then Z(<D) E t! and 
Z{ -,<D) ¢ t! (since if is proper). In particular, Z( -,<D) ¢ t!o, so 

Y~ -, <D) ¢ P m(I). 
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By the definition of Y( -, <1», this proves that IJI = m. 
Now we proceed as we did for 8 0 , and we find a prime dual ideal ~ 

containing ~o and Pm(I). 
Set ~~= n~ (~II i E I) and m,,= n" (mil i E I). As usual, if 

fEn (All i E I), 

then r will denote the corresponding element of the prime product, and 
the same for g E n (BII i E I). ~~.8+ and m".8+ will denote ~~ and m., 

augmented by the constants e" v and d" v (A < 11+), respectively. 
Let <I> be a sentence in L(T ffi 11+). Then Y(<I» E ~ if and only if 

Y( -, <1» ~~, which is equivalent to Z( -, <1» ~ 8 and hence to Z(<I» E 8. 
Thus, <I> holds in ~~.8+ if and only if it holds in m.,.8+' by Corollary 1 to 
Theorem 39.1. Thus, ~~.8+ and m".8+ are elementarily equivalent. 

Consider the mapping cp: e~v --+ d~v, ~ <11+. This mapping is well 
defined since if ~"<11+, then e~v=ecv implies Y(k~=kc) E f). Thus, 
Z(k~=kc) E 8, which means that d~v=dcv. 

Since every element of A is a e~ and every element of B is a d~, by (1) 
and (2), the mapping cp is defined on the whole of A~ and it is onto B". 
An argument similar to the previous paragraph shows that cp is also 1-1. 
By applying the elementary equivalence of ~~.8+ and m".o+ to sentences 
which are atomic formulas, we infer that cp is an isomorphism, completing 
the proof of the theorem. 

The analogue of Theorem 1 is the following special case of Theorem 2. 

Corollary. Assuming the Generalized Oontinuum Hypothesis, two structures 
are elementarily equivalent if and only if they have isomorphic prime powers. 

It follows from this corollary that the relation "having isomorphic 
prime powers" is transitive. It is interesting to note that not even this 
statement has yet been proved without the Generalized Continuum 
Hypothesis. 

§42. ELEMENTARY AND AXIOMATIC CLASSES 

We introduce the following notation. Let K be a class of structures of 
type T. Then K* denotes the set of all those sentences in L( T) that hold in 
every structure in K. If K ={~}, we write ~* for K*. Similarly, if I: is a set 
of sentences in L(T), then 1;* will denote the class of all structures of type T 
in which every sentence of~ holds. Thus ~ E ~*, if and only if ~ is a model 
of I:. Again, if I: = {<I>} , we write <1>* for I:*. I: is called consistent if ~* is 
not void. 
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Definition 1. A class K of structures is called axiomatic if K =~* for 
some set of sentences ~. If K = <1>*, for some sentence <1>, then K is called 
elementary. 

Remark. The terminology in the literature varies a great deal. A. Tarski, 
who originally introduced these concepts, called an elementary class an 
arithmetic class and an axiomatic class an arithmetic class in the wider 
sense. Some papers use elementary class for axiomatic class and so on. 
In the same way, K* and ~* are denoted variously-frequently used 
notations are Th(K) and M(~). 

Some formal laws concerning K* and ~* are listed below. 

Lemma 1. For classes K, Kl of structures, and sets of sentences~, ~1l we 
have 

(i) K<;;K**; 
(ii) ~<;;~**; 

(iii) K <;;Kl implies Kl* <;;K*; 
(iv) ~<;;~l implies~l*<;;~*' 

Proof. Exercise. 

Corollary. K is an axiomatic class if and only if K = K**. 

Indeed, if K =K**. then K =~* with ~=K*. On the other hand, if 
K='L*, then, by (ii), K*='L**~'L and so, by (iii), K**<;;'L*=K. There. 
fore, K** _K and by (i) K =K**. 

Definition 2. A nonvoid set 'L of sentences is called closed if 'L is closed 
under conjunction and <I> E'L and <I> F'¥ imply '¥ E ~. 

Remark. Although it is by no means trivial, this definition is closely 
related to Definition 26.2. The difference is that for identities we listed the 
"logical axioms" and "rules of inference", whereas now we use the model· 
theoretic implication. If we modified Definition 2 by replacing <I> F '¥ 
by any usual rules of inference of first order logic, we would get a definition 
which is clearly a generalization of the previous one. 

Theorem 1. The following three conditions on a set ~ of sentences are 
equivalent ; 

(i) ~ is closed; 
(ii) ~=~**; 

(iii) ~=K* for some class K. 
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Proof. (i) implies (ii). Let ~ be closed. By (ii) of Lemma 1, it is enough 
to prove that ~**s~. If $ E~**, then ~ F $. If'¥ F $ for some '¥ E~, 
then $ E ~ since ~ is closed. Let us assume that'f F $ for no'¥ E~. Then 
for every '¥ E ~ there is a structure in which '¥ and -, $ are satisfied. 
Since ~ is closed under conjunction, this implies that every finite subset 
of ~ U {-, $} has a model. Thus, by Theorem 39.2, ~ u {-, $} also has a 
model, contradicting ~ F $. 

(ii) implies (iii). To prove this, set K ='i,*. 
(iii) implies (i). If~=K*, then ~ is obviously closed under conjunction. 

If $ E ~ and $ F '¥, then $ holds in every structure in K and, by $ F '¥, 
so does '¥, that is, '¥ E~. This completes the proof of Theorem l. 

Using our newly introduced terminology, we can put the compactness 
theorem in the following form. 

Theorem 2. Let K j , i E I, be axiomatic classes. If the finite intersections 
of the K j are never void, then the intersection of all K j is not void either. 

Proof. Let Ki =~i*' Then n (K j liE I) = ( U (l:j liE 1))*. Since every 
finite subset of U (~j liE I) has a model, so does U (~j liE I). Thus, 
n (Kj I i € 1);6 0. 

The problem of giving an algebraic characterization of axiomatic 
classes was first solved by J. Los [2] using prime products. The following 
characterization is from T. Frayne, A. C. Morel, and D. S. Scott [1], and 
from S. Kochen [1]. 

Theorem 3. A class K of structures is an axiomatic class if and only if the 
following two conditions are satisfied: 

(i) K is closed under the formation of prime products; 
(ii) K is closed under elementary equivalence. 

Proof. If K is an axiomatic class, then (ii) is obvious and (i) follows from 
Corollary 1 to Theorem 39.l. 

Now assume that (i) and (ii) hold for K. By the corollary to Lemma 1, 
it is enough to prove that if ~ E K**, then ~ E K. Let ~ E K** and 
~* = {$j liE I}. For each $i we can choose a j8i E K in which $i holds, 
since otherwise -, $i E K*, contradicting ~ E K**. 

For i E I, set L t = {j I j E I and $i E 58/}. Then the family (Li liE I) has 
the finite intersection property. Thus, it is contained in some !!fi prime 
over I. Then 58 = [1!? (58 i liE I) is in K by (i), and is elementarily equiva­
lent to ~ by construction. Hence ~ E K, by (ii), which was to be proved. 

Using the results of §41, we can get stronger versions of Theorem 3. 
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Corollary 1. In Theorem 3, condition (ii) can be replaced by 
(ii') K is closed under isomorphism and under taking elementary sub-

8tructure8 . 

Proof. By Lemma 41.1. 

Corollary 2. In Theorem 3, condition (ii) can be replaced by 
(ii") K is clo8ed under isomorphism, and K and K(T)-K are closed under 

the formation of prime limits. 

Proof. By Theorem 41.1. 

Corollary 3. Under the Generalized Oontinuum Hypothe8is, condition (ii) 
of Theorem 3 can be replaced by 

(iim) K i8 closed under isomorphism and K(T)-K is closed under the 
formation of prime powers. 

Proof. By the corollary to Theorem 41.2. 

Now we apply Theorem 3 to characterize elementary classes. 

Theorem 4. Let K be a class of structure8 of type T. The following con-
ditions on K are equivalent: 

(a) K is an elementary class; 
(b) K and K(T)-K are axiomatic classe8; 
(c) The following three conditions hold: 

(i) K is closed under the formation of prime products; 
(ii) K is closed under elementary equivalence; 

(iii) K ( T) - K is closed under the formation of prime products. 

Proof. (a) implies (c) since, if K = <1>* for some sentence <1>, then 
K(T)-K =( -,<1»*; thus, the conditions in (c) follow from Theorem 3. 

(c) implies (b) since, if K is closed under elementary equivalence, then 
so is K(T)-K; thus, the conditions of Theorem 3 are satisfied for K as 
well as for K(T)-K. 

(b) implies (a). Let ~l and ~2 be sets of sentences such that K =~l* and 
K(T)-K=~2*' Obviously, ~l V~2 is not consistent; thus, by the com­
pactness theorem, there is a finite subset ~3 of~2 such that ~l V ~3 is not 
consistent. Let <I> be the conjunction of the sentences in ~3' Then <1>* is 
disjoint from K and <I>*2KH-K. Thus, <I>*=K(T)-K and K=(-,<I»*, 
which proves (a). 

The results of §41 can again be used to sharpen Theorem 4. 
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Corollary 1. In condition (c), (ii) can be replaced by 
(ii') K is closed under isomorphism, and K and K(T) -K are closed under 

the formation of prime limits. 

Corollary 2. Under the Generalized Continuum Hypothesis, condition (ii) 
of (c) can be replaced by 

(ii") K is closed under isomorphism. 

Prime products are useful in studying classes which are more general 
than axiomatic classes. 

Definition 3. Let the type p, be a subtype of the type T, that is, oo(p,) ~ oo( T), 
01(P,) ~ 0l( T), and two sequences of ordinals ao < al < ... < a, < ... (y < oo(p,)), 
f30<f3l < ... <f3,<'" (y<Ol(P,)) are fixed such that fay in the type T is the 
same as f, in p, and r 8y j:n T is the same as r, in p,. Let K 1 be an axiomatic 
(resp. elementary) class of structures of type T. For'll E Kl> form 'll(J.l) , the 
p,-reduct of'll. Let K be the class of all ~1(J.l) with'll E K l . Then K is called a 
pseudo-axiomatic (resp. pseudo-elementary) class. 

For instance, if Kl is the class of all rings and we drop the +, then we 
get the class K of all semigroups upon which a ring can be built. K is an 
example of a pseudo-elementary class which is not even an axiomatic 
class. (S. R. Kogalovskil, Dokl. Akad. Nauk. SSSR 140 (1961), 1005-1007). 
Further examples will be given in the Exercises. 

Theorem 5. A pseudo-axiomatic class K is closed under the formation of 
prime products. 

Proof. If Kl =~*, K is the class of all p,-reducts of members of Kl> 
'llj E K l , for all i E I, and ~ is prime over I, then obviously the p,-reduct of 
TI9 ('llj liE I) is TI9 ('llIJ.l) liE I), from which the statement follows. 

Unfortunately, the condition of Theorem 5 does not characterize 
pseudo-axiomatic classes. 

Definition 4. Let ~ be a set of formulas of Da)( T) and let K be the class of 
all structures'll of type T for which there is a sequence f E A a simultaneously 
satisfying all the formulas in~. Such a class K is called an a-quasi-axiomatic 
class. If there exists an a~ w such that K is a-quasi-axiomatic, then K is 
called a quasi-axiomatic class. 

Prove that every quasi-axiomatic class is pseudo-axiomatic. 
Note that in a sentence we can use only a finite number of variables and 

it does not matter what they are. However, in a system of formulas, when 
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we discuss simultaneous satisfaction the names of the free variables are 
very important. A typical example of a quasi-axiomatic class is the class 
of all structures which contain a substructure which is isomorphic to a 
given structure. The following characterization of quasi-axiomatic claBBes 
is due to T. Frayne, A. C. Morel, and D. S. Scott [1]. 

Theorem 6. A cla88 K of 8tructureB i8 a quaBi-axiomatic C"la88 if and only 
if the following conditionB hold: 

(i) K iB clO8ed under iBomorphiBm; 
(ii) K iB clO8ed under the formation of prime product8; 

(iii) K i8 Clo8ed under elementary extenBionB; 
(iv) there iB a cardinal numher m BUCh that every 8tructure in K ha8 an 

elementary 8ub8tructure in K of cardinality leB8 than or equal to m. 

Proof. If K is an a-quasi-axiomatic class, then (i) is trivial and (ii) 
follows from the fact that Theorem 39.1 holds for formulas in Dal( T) as 
well. Theorem 38.6 shows that (iii) holds, while Theorem 38.3 shows that 
(iv) is satisfied. (m can be taken to be the cardinality ofVal(T).) 

Now aBBume that K satisfies conditions (i)-(iv). Let (~i liE I) be a 
family of structures in K, each of cardinality at most m, such that every 
structure in K of cardinality at most m is isomorphic to some ~I' Let 
I1 (AI liE I) = {ay I." < a} and let a be the corresponding a-termed sequence. 
Let ~ be the set of all formulas <II in Dal(T) which are satisfied by a(i) = 
(ao(i), al(i),· .. > in ~I for each i E I. We claim that ~ defines the a-quasi­
axiomatic class K. 

Indeed, if ~ E K, then, by (iv), ~ has an elementary part 58 which is 
isomorphic to some ~I' Thus, there is a sequence f which simultaneously 
satisfies all the formulas in~. 

Conversely, suppose that some bE Aa simultaneously satisfies in ~ all 
the formulas of~. Let ~' be the set of all formulas in Dal(T) which are 
satisfied by b in ~. By definition, ~ ~~'. For <II in ~', set J ~ = {i liE I and 
a(i) satisfies <II in ~i}' Then J~i= 0 since otherwise -,<11 E~~~'. Since 
Jill"" =J III () J., for <II, '¥ E~', there is a ~ prime over I containing all the 
Jill' Ifa~v=acv (g,,<a) in I1~(~diEI), then X~=Xc is in ~'; thus, 
b~=bc' Therefore the mapping cp: a~v _ b~ is well defined. As in Lemma 
41.1, we can prove that cp is an elementary embedding of I1~ (~II i E I) 
E K into ~. Thus, ~ is an elementary extension of a structure in K; by 
(iii), ~ E K, which completes the proof of Theorem 6. 

All classes considered in this section are closed under the formation of 
prime products. This condition alone is enough to establish an interesting 
property. 
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Theorem 7. Let K be a class which is closed under the formation of prime 
products. Let m be a structure every finite "partial substructure" of which 
can be embedded in a structure in K. Then m can be embedded in a structure 
inK. 

Proof. Since every structure can be embedded in some prime product of 
"partial substructures" (see Theorem 39.4), the result follows imme­
diately. 

For quasi-axiomatic classes, this result was first established by L. A. 
Henkin [2]. 

The next result shows how close the classes which are closed under the 
formation of prime products are to axiomatic classes. 

Theorem 8. Let the class K be clbsed under isomorphism, and under the 
formation of prime products. Form the class X consisting of the elementary 
substructures of all structures 21 E K. Then X is an axiomatic class. In fact, 
X is the smallest axiomatic class containing K. 

Proof. 1? obviously satisfies (ii') of Corollary 1 to Theorem 3. To prove 
that X satisfies (i) of Theorem 3, we first prove the following result. 

Lemma 2. If mj is an elementary substructure of )8; for all i E I, and !!.C 

is prime over I, then 

m = [1!') (md i E I) 

is an elementary substructure of 

Proof. Let fo v , . .. ,n-l EA. Assume that 11> (jov, ... ,J~-1) holds in m 
for some formula 11>. By Theorem 39.1 this is equivalent to 

{i I l1>(jo(i), . .. ,fn-l(i)) holds in mj } E!!.C 

which, in turn, is equivalent to l1>(jo v, ... , f~-ll in )8. This completes the 
proof of the lemma. 

Now let mj E 1? for i E J. Then by the definition of 1? there exist )8j E K, 
i E I, such that mj is an elementary substructure of )8j. Thus, 

[1!') ()8d i E J) E K 

and so, by Lemma 2, [1!') (mj liE J) E X, which was to be proved. 

Some other interesting classes of algebras will be discussed in the next 
chapter. 
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There are many problems concerning elementary and axiomatic classes 
which are purely logical in nature and therefore cannot be studied within 
our purely semantical framework. For an excellent review article on 
decidability and undecidability of elementary theories, see Ju. L. Ersov, 
I. A. Lavrov, A. D. Taimanov and M. A. Taiclin, Elementary theories, 
Usp. Mat. Nauk 20 (1965), 37-108 (English translation was published in 
Russian Mathematical Surveys). 

EXERCISES 

1. Let ~ be a relational system and 0 an equivalence relation on A. Show that 
there exists a relational system 58 and a homomorphism cp of ~ onto 58, 
such that cp induces 0. 

2. Show that the projection e/ of a direct product I1 (~II i E I) onto ~I is an 
onto homomorphism but ~I is not always a homomorphic image of 
I1 (~diEI). 

3. Let ~ and~' be structures on the same set A. Show that it is possible that 
x ~ x is a homomorphism of~ onto ~', but ~ and~' are not isomorphic. 

4. Change Definition 36.2(ii) to "r y(Po, .• " Pmy _ d is an atomic formula, if 
Po, •• " Pmy -1 are polynomial symbols". Is the resulting language stronger 
than L(T)? 

5. Can an atomic formula be "identically false" ? 
6. De~ribe the open formulas which are sentences. 
7. Build up L(T) using the Sheffer stroke rather than v and -, and modify 

Definition 37.1 accordingly. 
8. Let 0 denote the void· type (o( T) = 0). Let K be a finite set or the comple. 

ment of a finite set of positive integers. Find a sentence cf)K of L(O) such 
that a set A is a model of l: if and only if JAJ E K. 

9. Let K be an arbitrary set of positive integers. Find a set of sentences l: of 
L(O), such that a finite set A is a model of l: if and only if JA J E K. 

10. Prove that every sentence 'F' of L(O) is equivalent to a 'F' K' described in 
Ex. 8 (Find the meaning of any formula of L(O) and use induction on 
formulas.) 

11. A chain (A; ~> is dense if JAJ > 1 and a, b E A, a<b imply a<c<b, for 
some c E A. Describe dense chains by a first order sentence in L( T), 
T=(O, <2». 

12. Find all properties of dense chains which can be described by a first order 
sentence. (Use induction on formulas.) 

13. Describe atomless Boolean algebras by a first order sentence. Find all 
properties of atomless Boolean algebras that can be expressed by a first 
order sentence. (There is no such property.) 

14. (S. Feferman and R. Vaught [1]) Describe the meaning of sentences in 
(P(I); U, n,', 0, I, Fin>, where Fin is a unary relation defined as 
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follows: for A <;;1, Fin(A) if and only if A is finite. (Use induction on 
formulas. Extend the definition of n-ary tables of conditions by "?,. k 
and finite" and "infinite".) 

15. Let 2l and 18 be structures of type r (oo(r) ~ w) with the following proper­
ties: (i) 2l has a substructure 210 and 18 has a substructure 180, such that 
210 and 180 are isomorphic; (ii) if2l1 is a substructure of2l, IA11 < IAI, and 
211 ~ 181, 181 a substructure of 18, then for every a E A, there exists a 
bE B (and for every b E B there exists an a E A), such that the substruc­
ture generated by 211 and a is isomorphic to the substructure generated 
by 181 and b; (iii) is the same as (ii) with 2l and 18 interchanged. What 
additional conditions are needed to prove that 2l and 18 are isomorphic? 

16. Apply the method of Ex. 15 to prove that up to isomorphism there are 
only three countable dense chains and only one countable atomless 
Boolean algebra. 

17. Prove the disjunctive normal form theorem: every open formula cJ'I is 
equivalent to a formula cJ'Io V ••• V cJ'In -1' where every cJ'I j is a conjunction 
of atomic formulas and negations of atomic formulas. 

IS. Formulate and prove the conjunctive normal form theorem. 
19. Prove that (cJ'IA(cJ'I-+ 0/)) F 0/, cJ'I F (3x,,)cJ'I and (x,,)cJ'I F cJ'I. Furthermore, 

ifk does not occur in cJ'I or o/(x) and cJ'I F o/(k), then cJ'I F (x)o/(x). 
20. Prove the converse of Corollary 2 to Definition 3S.1. (Hint: Use Lemma 

3S.2.) 
21. Find structures 2l and 18 such that 2l is a substructure of 18, 2l =18, and 

2l is not an elementary substructure ofi8. 
22. Find structures 2l, 2l0, 2l1' .. " 2ln' ... such that 2l is the union of the 2lb 

2l j is a substructure of 2l1+ 1' i=O, 1,···, 2l,=2lj , i,j=O, 1"", and 
2l = 210 does not hold. 

23. Let ~o and ~1 be dense chains, 0 0 <;;01' Then ~0=~1 and ~o is an elemen­
tary substructure Of~l if and only if the following conditions hold: 

(i) ~o has a least element if and only if ~1 has a least element, and if the 
least elements exist, they are equal; 

(ii) ~o has a greatest element if and only if~l has a greatest element, and 
if the greatest elements exist, they are equal. 

24. If 2l and 2l' have a common elementary extension and 2l' is an extension 
of2l, then 2l' is an elementary extension of2l. 

25. 18 is isomorphic to an elementary extension of 2l if and only if 
<2l, a>* 2<18, b>*, for some bE Ba, where a E Aa is a well ordering of A. 

26. (R. L. Vaught) Let K be a class of algebras, 2l, E K for i E I. Assume that 
for each i E I 2l j ~ 2l j for infinitely many j E J, where J <;; I, and J is in­
finite. Let 2l be the free product over K of the 2l1' i E I, and 18 the free 
product over K of the 2l j , i E J. Then 2l is isomorphic to an elementary 
extension of 18. 

27. Can the conditions of Ex. 26 be relaxed so as to allow finitely many 
isomorphic algebras? 

2S. Prove the formulas (i)-(viii) in the proof of Theorem 37.4 and carry out 
the proof of Theorem 37.4. 

29. Prove Theorem 39.1 from its Corollary 1. (This is another example of 
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induction on formulas. We wanted to get the statement of Corollary 1 to 
Theorem 39.1, but we had to prove the more general Theorem 39.1. This 
exercise shows that Theorem 39.1 is only apparently stronger than its 
Corollary 1.) 

30. Prove that the following statement is equivalent to the compactness 
theorem: let :E be a set of sentences and :E 1= <1>; then :Eo 1= <I> for some 
finite subset :Eo of :E. 

31. Let:E be a set of sentences. If:E ¢> <1>, then :Eo ¢> <I> for some finite subset 
:Eo of :E. 

32. Prove that the following statement is equivalent to the compactness 
theorem: let:E be an infinite set of sentences such that for every :EoS:E 
with l:Eol < I:EI, there exists a structure in which every sentence of :Eo is 
satisfied; then there exists a structure in which every sentence of :E is 
satisfied. 

33. Let K be a class of fields closed under the formation of prime products. 
Let us assume that for every natural number n, there exists a prime p > n 
such that K contains a field of characteristic p. Then K contains a field of 
characteristic O. 

34. Is the class of finite lattices close.d under the formation of prime products? 
35. Prove that the compactness theorem implies the prime ideal theorem for 

distributive lattices (Theorem 6.7). 
36. Use the compactness theorem to prove that every torsion·free abelian 

group can be embedded in a divisible abelian group (Le., an abelian group 
in which nx = a has a solution for any positive integer n and group element 
a). 

37. Let m: = <A; R> be a relational system and suppose ~ is in R, and <A; ~ > 
is a partially ordered set. Then there is a relational system j8 = <B; R> and 
a 1-1 homomorphism cp of m: into j8 such that <B; ~ > is a chain. 

3S. Prove that the compactness theorem implies the Axiom of Choice for 
families of finite sets. 

39. (B. J6nsson [S]) Let K be a finite set of finite algebras. If the congruence 
lattice of every m: E HSP(K) is distributive, then 

HSP(K) = IPsHS(K). 

40. (B. J6nsson [S]) Let K be an equational class of algebras such that the 
congruence lattice of every m: E K is distributive. Let m:, j8 E K, m: and j8 

finite and subdirectly irreducible. Then m: ~ j8 if and only if Id(m:) = Id(j8). 

41. (A. L. Foster [4]) Let the class of algebras {m:d i E I} be independent in 
the sense that for every choice of polynomials p, E P<W)(m:,), i E I, there is 
a polynomial symbol p, such that ~I =p, for all i E I. Prove that I is 
finite. 

42. (F. M. Sioson [3]) {m:o,"" m:n - 1 } is independent if and only if 

(p)\!Iox" .x\!ln-l ~ <~o.···, P\!In-l> 

is an isomorphism between \l3(W)(m:o x ... x m:n - 1 ) and \l3(O»(m:o) x ... 
x\l3<W)(m:n _ 1 ). (Use Lemma 19.2) 

43. (A. L. Foster [4]) Prove that the algebras m:o,"', m:n - 1 are independent 
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if and only if there is a polynomial symbol p such that (p)~, =e,n, 
i=O, ... , n-1. 

44. Prove the Ohinese remainder theorem: if m o, ... , mn _ 1 are relatively prime 
in pairs and ao, .. " an _ 1 are any natural numbers, then there is a natural 
number b with b == a,(mod mil, i = 0, .. " n - 1. 

45. Does the Chinese remainder theorem imply that the rings 3, of integers 
modulo m" 0 ~ i < n are independent if m o, ... , mn -1 are relatively prime 
in pairs? 

46. Show that Theorem 27.5 follows from Ex. 39. 
47. Show that the following generalization of Theorem 27.5 (A. L. Foster [3]) 

also follows from Ex. 39: The algebra m is subdirectly representable in the 
primal cluster K, if and only if Id(KtlsId(m) for some finite K 1SK. 
(K is a primal cluster if K is a class of primal algebras and every finite 
subclass of K is independent. m is subdirectly representable in K if m is a 
subdirect product of algebras in K1 for some finite K1 SK.) 

48. Prove the statement of Ex. 47 using the method of the proof of Theorem 
27.5 (M. 1. Gould and G. Gratzer [1]). 

49. Let mo, ... , mn- l be independent primal algebras, m' =mo x ... x mn - 1 • 

Show that if 0 is a congruence relation of m/, < ao, ... , a" ... , an -1) == 
<bo, ... , b" ... , bn- 1)( 0) and a, i; b" then <ao, ... , a'-1' a, al+ l' ..• , an-l) 
==<bo,···, b'-1' b, b,+" ... , bn- 1)(0), for any a, b E A,. 

50. Under the conditions of Ex. 49, show that m'l 0;;; m,o x ... x m'k _ 1 if 

0i;t, where k?; 1 and {io,"" ik _ 1}S{0, ... , n-l}. 
51. Under the conditions of Ex. 49, show that if m'10 is simple, then m'10 

;;; m, for some O~i<n. 
52. (A. L. Foster [3]) If K is a primal cluster, K1 S K, K1 is finite, and m is 

subdirectly representable in K1 but in no K2 c K " then K1 is the support 
of m in K. Show that if I A I > 1, then it has a unique support. 

53. (A. L. Foster [4]) For each integer n> 1, define the n·field tyn= 
<Fn; x, n), where Fn={O, 1, a,···, an- 2}, <Fn; x) is a cyclic group of 
order n-l, generated by a, Oxb=bxO=O for all bEFn and on=l, 
1 n =a, ... , (an- 2)n = O. Show that K ={tyn In?; 2} is a primal cluster. 

54. (A. L. Foster [5]) A basic Post algebra of order n, I.l3n = <Pn; x, n) is 
defined as follows: P n={0,I,a2,· .. ,an-2}' Oxb=bxO=O, lxb= 
b x 1 = b, for b E P n' a, x aj = amaX('.j)' on = 1, 1 n = a2, a 2 n = a3, ... , an- l n = O. 
Prove that K 1 = {l.l3n In?; 2} is a primal cluster. 

55. (A. L. Foster [5]) Show that K u (K1-{l.l3d) is again a primal cluster, 
where K is given in Ex. 53 and K, is given in Ex. 54. 

56. (A. L. Foster [7]) Let m and ~ be non isomorphic primal algebras. Then 
for bo, b, E B there exist a E A and polynomial symbols Po, P1 such that 
(Poh8=bo, (Pl)i8=b1 , (pO)~=(pl)~=a. 

57. (E. S. O'Keefe [1]) Let m and ~ be non isomorphic primal algebras. Then 
there exist unary polynomial symbols Po, ... , Pn _ 1 such that 

and 
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58. (A. L. Foster [4]) Let ~ be a finite algebra, and K a primal cluster. Then 
~ is subdirectly representable in K if and only if ~ is directly representable 

in K, that is~:;;:: ~omo x··· x~~~i" where ~o,"" ~n-l E K. 
59. Let ~ and ~' be elementarily equivalent structures. Then there exists a 

structure ~H such that ~ and ~' are respectively isomorphic to the 
elementary substructures m and m1 of ~". 

60. Let ~=~', aj elements of A for i E 1, and R j relations on A', j E J. Then 
there exists an ~"=~, and elements blo i E 1 of A", relations 8 j on A" for 
j E J, such that ~ with the aj as constants is elementarily equivalent to 
~" with bj as constants, and ~' with the R j as added relations is elemen­
tarily equivalent with ~" with the 8 j added. 

61. (M. Morley and R. Vaught [1]) Let ~ be a structure of type T. Let ~+ 
denote the structure ~ with all first order relations of L( T) added as 
relations. Show that ~ is an elementary substructure of 58 if and only if 
~ + is a substructure of58 + , and this,,in turn, is equivalent to ~ + being an 
elementary substructure of 58 + • 

62. (S. Kochen [1]) Characterize the property that ~ is an elementary sub­
structure of 58 in terms of isomorphic prime limits. 

63. Give an upper bound for the cardinalities of the prime limits in Theorem 
41.1. 

64. (S. Kochen [1]) Let <1> be a formula in L( T) and let <1>(~) denote the first 
order relation of A defined by <1>. For any structure ~, let U ~(~) be the 
structure <~, <1>(~» obtained by augmenting ~ with the new relation 
<1>(~). Then show that: 

(i) the operation U ~ commutes with the prime product operation; 
(ii) the operation U ~ commutes with the prime limit operation (for any 

fixed sequence of prime dual ideals). 
(iii) U ~ preserves isomorphisms. 

65. (S. Kochen [1]) Let G be a function which associates with every structure 
~ of type Tan n-ary relation on A. Define UG(~) to be <~, G(~» similar 
to that in Ex. 64. Then if U G satisfies (i)~(iii) of Ex. 64, show that for some 
formula <1> in L(T), G(~)= <1>(~) for all ~ of type T. 

66. Apply Ex. 65 to prove the following result of Beth [1]: Let 1;0 be a set of 
sentences, 1;l(r) a set of sentences containing the n-ary relational symbol 
r which does not occur in 1;0' let r' be an n-ary relational symbol which 
occurs neither in 1;0 nor in 1;l(r), and let 1;l(r') denote the set of sentences 
which we get from 1;l(r) by replacing every occurrence of r by r'. If 

1;0 V 1;l(r) v 1;l(r') F (xo)' .. (xn- Il(r(xo, ... , Xn -1) ~ r'(xO' ... , Xn - Il), 

then there is a formula <1>(xo, ... , Xn _ Il in which neither r nor r' occurs, 
such that 

1;0 V 1;l(r) F (xo)··· (xn-Il(<1>(xo,"" Xn-l) ~ r(XO"'" Xn-l))' 

(If r can be implicitly defined it can also be explicitly defined.) 
67. (A. Robinson [13]) Let ~ be a substructure of~'. Then the following are 

equivalent: 
(i) There is no extension of ~' which is an elementary extension of~. 
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(ii) There is a universal sentence cl> in Lm( '7") which holds in (\!{, a> but 
not in (~', a>, where a is a well-ordering of A. 

68. (J. Los [1]) A set of sentences l: is m-categorical, where m is an infinite 
cardinal, if any two models of l: of cardinality m are isomorphic and there 
are models of l: of cardinality m. Find a l: which is No-categorical, but l: 
is not m-categorical for any m> No. (Use Ex. 16.) 

69. (J. Los [1]) Find a set of sentences which is m-categorical for all m> No, 
but not No-categorical. (Hint: look at divisible torsion free abelian groups_) 

70. (J. Los [1]) Find sets of sentences categorical in every (in no) power.t 
71. (R. L. Vaught [3]) A set l: of sentences of L( '7") is called complete if for every 

sentence cl> of L( '7"), either l: 1= cl> or l: 1= -. cl>. Let l: be a set of sentences 
such that every model of l: is infinite. Show that if l: is categorical for 

some infinite m such that m~ 0(7), then l: is complete. (Use Corollary 2 to 
Theorem 40.2.) 

72. Find applications of Ex. 71 to known algebraic theories (e.g., torsion-free 
divisible abelian groups). 

73. (A. Robinson 19]) 1. Let ~ be a structure of type '7". Let Lm('7") be the 
diagram language (defined in terms of a well ordering a of A), and ~'= 
(~, a>. The diagram of~ is the set D(~) of all sentences cl> in Lm('7") such 
that cl> holds in ~' and cl> is either an atomic formula or the negation of an 
atomic formula. 

Show that for any structure 58 of type '7",58 is the '7"-reduct of some model 
of D(~) if and only if 58 contains a substructure isomorphic to ~. (Thus, 
D(~) characterizes the extensions of ~). 

2. The complete diagram CD(~) of ~ is the set (~')*. Show that CD(~) 
characterizes the elementary extensions of ~ as '7"-reducts of models of 
CD(~). 

74. (A. Robinson [9]) A consistent set l: of sentences is called model-complete 
if (i) or (ii) below holds. Prove that (i) and (ii) are equivalent. 

(i) if ~ is a substructure of 58, and ~ and 58 are models of l:, then ~ 
is an elementary substructure of 58; 

(ii) if ~ is a model of l:, D(~) as in Ex. 73, then D(~) u l: is complete. 
75. (A. Robinson [9]) 1. ~o is a prime-model of l: if every model of l: contains 

a substructure isomorphic to ~o. Show that there may be many non­
isomorphic prime-models. 2. Let ~ be a prime-model of l:, and D(~) the 
diagram of~. For any sentence cl> of L('7"), if l: u D(~) 1= cl>, then l: 1= cl>. 

76. (A. Robinson [9]) Ifl: is model-complete and has a prime-model, then it is 
complete. 

77. (H. J. Keisler [2]) Let Ko and Kl be classes of structures. If GCH (Gen­
eralized Continuum Hypothesis) holds, then Ko* U Kl* is consistent if 
and only if IPp(Ko) tl Pp(K1 ) i:- 0. 

78. (H. J. Keisler [2]) Let Ko and Kl be classes of structures. If GCH holds, 

t M. Morley [1] proved the amazing result that if a set of sentences l: is categorical 
in some m> No, then l: is categorical in every m> No. The proof of this very deep 
result uses the concept of special structures, developed in M. Morley and R. Vaught 
[1]. 
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and IPp(Ko)S;;Ko, IPp(K1)S;;Klo KonKl= 0, then there is a class K 
closed under elementary equivalence with Kos;;K, K n K 1 = 0. 

79. (J. R. Biichi and W. Craig [1]) Prove that the following two statements are 
equivalent. 

(i) If Ko and Kl are pseudo-elementary classes and Ko n Kl = 0, then 
there exists an elementary class K with Ko S;; K and K n K 1 = 0. 

(ti)* If ell and 'I" are sentences and ell 1= '1", then there is a sentence 0 
such that ell 1= 0, 01= '1", and every operational or relational symbol which 
occurs in 0 also occurs in ell and '1". 

80. Prove Craig's Lemma, i.e., (ii) of Ex. 79. (Combine Ex. 78 and 79 with 
Theorem 42.5.) 

81. Let ~ be a closed set of sentences in L(T). Let O(:E) denote the system of 
closed subsets of~. Show that O(:E) is an algebraic closure system. 

82. Let K be an axiomatic class. Under what conditions does there exist an 
~ E K with ~*=K*? 

83. Prove that Theorem 42.2 implies the compactness theorem. 
84. Apply the compactness theorem to prove the inverse limit theorem for 

finite sets (Theorem 21.1). 
85_ Let F(T) be the set of all sentences in L(T). On F(T), "¢>" is an equivalence 

relation. Let T(T) denote the set of equivalence classes under "¢>", and 
for H S;; F( T) let il denote the union of all equivalence classes which inter-

A A. 
sect H; in particular, we set ell for {ell}. For HS;; T(T) the following closure 
operation is introduced: 

Prove that this makes T(T) a topological space, which is a T1-space (i.e., 

for p E T( T), {p} = {p}) and which is totally disconnected (i.e., for p, q E T( T), 

if p # q, there exists an As;; T( T) with pEA, q ¢ A and A both open and 
closed). 

86. Show that the compactness theorem is equivalent to the statement that 
T( T) is compact. (That is, if AI, i E I are open sets, and U (All i E I) = 

T(T), then U (Ad i E 1')= T(T), for some finite 1'S;;I.) 
87. Prove that the compactness theorem is equivalent to the statement that 

the system of closed sets of T( T) is an algebraic closure system. 
88. (L. Fuchs [2]) An algebra ~ = <A; F> of type T is said to have a natural 

partial ordering ;:;; with respect to 

if the following conditions are satisfied: 

(i) elId is a formula in L( T), free at most in :1:0; 

(ii) 'rId is one of the following symbols: t, t, or ! ; 
(iii) if for ao,''',any-l, aEA, a=!d(aO,· .. ,an6 -1) and elI6(a,) for 

i < nd, then elI(a); 

* This is the statement of Craig's Lemma; see W. Craig [1]. 
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if Y/ = t or t, then we have ~ or = in (**), respectively. 
III is an O·algebra for (*) if ~ can be defined on A so as to satisfy (i)­

(iv). Prove that if all the elIy are universal formulas, then III is an 0-
algebra for (*) if and only if every finitely generated subalgebra of III is an 
O-algebra for (*). 

89. Let a and f1 be infinite ordinals, IX <~. Find a f1-quasi-axiomatic class 
which is not a-quasi-axiomatic. 

90. Find a quasi-axiomatic class which is not an axiomatic class. 

PROBLEMS 

62. Let ell be a sentence in L(7) and Sp(elI) (the spectrum of ell) the set of 
positive integers n, such that there is an n-element algebra in ell * . Charac­
terize Sp( ell) as a set of positive integers. t 

63.t Let S be a set of positive integers, 1 ES,S·S~S. Set Ir(S)={alaES, 
a=x·y, x, YES imply X= lor y = I}. Is it true that S is the spectrum of a 
single identity if and only if Ir(S) is the spectrum of a first order sentence? 

64. Let K be an axiomatic class of algebras and F (K) the set of all cardinals m 
for which ih(m) exists. Characterize F (K). (Note that if m is infinite and 
mE F (K), then F (K) contains all infinite cardinals.) 

65. Same as Problem 64 for elementary classes. (One can conjecture that the 
solutions for Problems 62 and 65 are identical.) 

66. Establish a connection (sort of a distributive law) between free products 
and prime products. 

67. Let K be an axiomatic class in which every algebra satisfies (i) and (iii) 
of Ex. 88 for (*). If ih(m) exists, is it always an O-algebra for (*)? 

68. Let K be the class of all O-algebras for (*) in Ex. 88. Is K an axiomatic 
class? 

69. Find all types 7 for which any class of pairwise nonisomorphic algebras is 
a primal cluster. (For type <n> this was proved by E. S. O'Keefe [1], for 
types <n, 1> by F. M. Sioson [2].) 

70. Find all types 7 for which any class of primal algebras, in which every two 
element subset is independent, is a primal cluster. 

t Proposed by H. Scholz, J. Symbolic Logic 17 (1952), 160. References: G. Asser, 
Z. Math. Logik Grundlagen Math. 1 (1955), 252-263; A. Mostowski, Z. Math. Logik 
Grundlagen Math. 2 (1956),210-214. 

t The "if" part follows from a result announced by J. H. Bennett, J. Symbolic 
Logic 30 (1965), 264, combined with B. H. Neumann [3]. The "only if" part follows 
from a result ofG. Gratzer andR. McKenzie, Notices Amer. Math. Soc. 14 (1967), 697, 
provided one can prove that the complement of the spectrum of a first order sent­
ence is also the spectrum of a first order sentence. 



CHAPTER 7 

ELEMENTARY PROPERTIES OF 
ALGEBRAIC CONSTRUCTIONS 

It is well known that a homomorphic image of a commutative ring 
(group, semigroup, and so on) is again commutative. Similarly, a subring 
of a ring without proper divisors of zero is again a ring without proper 
divisors ofzero. The proofs of results of this kind are usually trivial because 
the validity of such a result usually depends only on the form of the sen­
tence describing the given property. For instance, if a universal sentence 
holds in a structure 21, then it holds in every substructure 58 of 21. 

In this chapter we want to relate the formal properties of sentences, 
that is, those that can be determined by mere inspection (for instance, 
being a universal sentence is such a property), to the property of being 
preserved by a given algebraic construction (or constructions). 

Intuitively, it seems clear that a first order sentence is preserved under 
the formation of subalgebras (substructures) if and only if it is a universal 
sentence. However, this is not quite true, for if <1> is a universal sentence, 
then 'Y= <1>1\(3x)(x=x) is not universal and yet'Y is preserved under the 
formation of subalgebras. But 'Y is equivalent to <1>. This suggests that 
the results we want to get are of the following form: <1> is preserved 
under a given algebraic construction (constructions) if and only if <1> is 
equivalent to a sentence having certain formal properties. One such 
result, due to G. Birkhoff, was proved in Chapter 4, namely that a sentence 
is preserved under the formation of subalgebras, homomorphic images, 
and direct products, if and only if it is equivalent to a conjunction of 
identities. In this chapter we will investigate the following constructions: 
subalgebras, extensions, homomorphisms, chain unions, direct products, 
and sub direct products. 

§43. EXTENSIONS AND SUBSTRUCTURES 

A sentence (or, in general, a formula) 'Y which is in the prenex normal 
form is called an existential sentence (resp. existential formula) if the prefix 
contains only existential quantifiers, that is, 'Y = (3X1o ) ••• (3x1n _1)<1>, 
where <1> contains no quantifiers. 

270 
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It is obvious that if'Y is an existential sentence that holds in the 
structure m and if ~ is an extension of m (that is, m is a substructure of ~), 
then 'Y holds in ~. To prove the converse, we establish the following 
stronger result. 

Theorem 1. Let m and ~ be structures. ~(has an elementary extension that 
contains a substructure isomorphic to 58 if and only if every existential 
sentence that holds in 58 also holds in m. 

Remark. This result was first stated by L. Henkin [5]. However, it is 
an obvious consequence of Theorem 3, below, which was proved by 
A. Tarski [3] and J. Los. 

Proof. Let m have an elementary extension m1 which contains a sub­
structure 581 which is isomorphic to ~. If 'Y is an existential sentence 
which holds in 58, then it holds in 581 and thus in m1; since m1 =m, 'Y holds 
in m, as required. 

To prove the converse, assume that every existential sentence which 
holds in 58 also holds in m. 

Let a be a well ordering of A of type ex. We will use frequently the 
language L( Ta) = .4!( T) introduced in §38. The constant corresponding to 
a E A is denoted by k a . For every extension <:£ of m, <<:£, a) will be denoted 
by <:£' and will be called the natural extension of<:£ in .4!(T). 

Now, for the given structures m, 58 we consider the diagram languages 
.4!(T), L18(T) and it is assumed that the new constants of .4!(T) and L18(T) 
are chosen to be distinct. Finally, .4!.18(T) is the language that contains all 
the new constants of .4!(T) and L18(T). 

Let m' be the natural extension of min .4!(T) and let 58' be the natural 
extension of 58 in L18(T). Set L=(m')* in .4!(T), and let r denote all sen­
tences in L18( T) that hold in 58' and are either atomic formulas or negations 
of atomic formulas. Then L uris a set of sentences of .4!.18(T). 

We claim that (L u r)* is not void. By the compactness theorem 
(Theorem 39.2) it suffices to prove that if r o!:; rand r 0 is finite, then 
(L u r 0)* is not void. 

Let <l> be the conjunction of the sentences in roo We can obtain <l> from 
an open formula 'Y(xo, ... , Xn -1) by replacing the variable XI by the con-
stant kb"bIEB,i=O, ... ,n-l. Thus, 'Y(kbo,···,kbn_J holds in 58', 
which implies that (3xo) ... (3xn _ 1)'Y holds in 58, which by our assump-
tion on ~( implies that it holds in K Therefore, there exist ao, ... , an -1 E A 
such that 'Y(ao, ... , an - 1 ). 

Interpret kb, on m' as al and kb for b f= bl , i = 0, ... , n -1, arbitrarily. The 
resulting structure mil obviously satisfies L u r 0' 

Thus, (L u r)* is nonvoid. Let <:£ E (L u r)*. Let <:£1' <:£2' <:£3 be the 
L( T), .4!( T), L18( T) reducts of <:£, respectively. 
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Since ~2 E l:*, by Theorem 38.6, we can assume that ~ is an elementary 
substructure Of~l. The mapping rp: b ~(kb)<i:3' is an isomorphism of 58' into 
~3 since ~3 satisfies r. Thus, ~l is an elementary extension of ~ which con­
tains 58rp, an isomorphic copy of 58 as a substructure, completing the proof 
of Theorem 1. 

Corollary 1. Let K be an axiomatic clas8. Form Kv the clas8 of extenaionB 
of 8tructurea in K and K 2 , the clas8 of elementary BUb8tructurea of 8tructurea 
in K 1• Then K2 iB an axiomatic clas8; moreover K2 =l:*, where l: i8 the 8et of 
all exiBtential 8entencea which hold in K. 

Remark. It follows immediately from Theorem 42.8 that K2 is an 
axiomatic class. 

Proof. K2 s;;;l:* is obvious. To prove the reverse inclusion, let ~ E l:* and 
let r={~ I ~ E ~* and --,~ is equivalent to an existential sentence}. 

Then r is closed under conjunction. If ~ E r, then ~ E 58* for some 
58 E K; otherwise, --, ~ E K* and --, ~ being existential would imply 
--, ~ E ~*, which is a contradiction. 

By the compactness theorem, there exists a ~ E (K* u r)*. Note that 
~EK**=K. Further, if ~ is an existential sentence which holds in~, 
then ~ holds in ~; otherwise, --, ~ E r would contradict ~ E r*. Thus, by 
Theorem 1, ~ has an elementary extension ~l which contains an isomor­
phic copy of ~ as a substructure. Therefore, ~ E K implies ~l E Kl and 
~ E K 2 , which was to be proved. 

Now we are ready to prove the result that was formulated at the 
beginning of this section. 

Corollary 2. A 8entence ~ i8 equivalent to an exiBtential 8entence if and 
only if, whenever ~ holds in a structure ~, then ~ holds in every extenaion 

of~· 

Proof. Assume that ~ is preserved under extension. Set K = ~*. Then 
K is an elementary class and, using the notation of Corollary 1, K 2 =l:*. 
Thus, ~ ¢> l:. Since (up to equivalence) l: is closed under conjunction, by 
the compactness theorem there exists a 'I' E l: such that ~ ¢> '1', which 
was to be proved. 

Corollary 1 combined with Corollary 2 takes the following form. 

Corollary 3. Let K be an axiomatic class. K is closed under extenaiona if 
and only if K =l:* for some set l: of existential8entences. 
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However, in most cases we are not interested in classes that are closed 
under arbitrary extensions. For instance, if K is a class of groups, then we 
would like to know when K is closed under group extensions. 

CoroUary 4 (A. Robinson [10]). Let K and M be axiomatic classes and 
K ~ M. Let ~ denote the set of all existential sentences that hold in K. Then 
the following two conditions are equivalent: 

(i) If ~ E K and ~ is a substructure of ~ that is in M, then ~ E K. 
(ii) K =~* n M. 

Proof. (ii) implies (i) since if K =~* n M, ~ E K, ~ is an extension of~ 
and ~ EM, then, by Corollary 1, ~ E~*. Thus, ~ E~* n M =K. 

(i) implies (ii). Let us assume (i). Since K ~~* n M, it suffices to prove 
the reverse inclusion. Let Q: E ~* n M. Since Q: E ~*, by Corollary 1, Q: has 
an elementary extension Q:1 which is an extension of some ~ E K. Ob­
viously, Q:1 EM; thus, by (i), Q:1 E K. Since K is an axiomatic class, this 
implies Q: E K, which was to be proved. 

A positive existential sentence 'Y is an existential sentence 

such that the only logical connectives in the matrix ~ are v and 1\. 

By analyzing the proof of Theorem 1, we get the following result. 

Theorem 2 (H. J. Keisler [1]). Let ~ and ~ be structures. ~ has an 
elementary extension that contains an expanded homomorphic image of lB as a 
substructure if and only if every positive existential sentence that holds in ~ 
also holds in ~. 

Proof. In the proof of Theorem 1, replace r by the set of all atomic 
sentences. Then everything goes through as in Theorem 1, except that the 
mapping rp will only be a homomorphism. 

The analogues of the four corollaries will be stated as exercises. 
Next, we want to determine those sentences that are preserved under 

the formation of substructures. The following statement is trivial. 
The sentence ~ is preserved under the formation of substructures if and 

only if ---, ~ is preserved under extensions. 
Indeed, if ~ is preserved under the formation of substructures, ---, ~ 

holds in ~, ~ is an extension of~, and ---, ~ does not hold in ~, then ~ 
holds in ~; thus, ~ holds in ~, which is a contradiction. 
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Since the negation of an existential sentence can be written in the form 
of a universal sentence, we get by Corollary 2 to Theorem 1 the following 
result which is due to J. Los [3] and A. Tarski [3]. 

A sentence <l> is preserved under the formation of substructures if and only 
if <l> is equivalent to a universal sentence. 

Because of the importance of the result, we want to establish it inde­
pendently of Theorem 1. 

Theorem 3. Let ~ and )8 be structures. ~ is isomorphic to a substructure 
of an elementary extension of )8 if and only if every universal sentence that 
holds in )8 also holds in ~. 

Proof. The" only if" part is again trivial. To prove the" if" part, let ~ 
and )8 be given as in the theorem. We form Lw.(r), L)8(r), ~', )8', and 
Lw..)8(r). Let ~=()8')* and let r be the set of all sentences in Lw.(r) that 
hold in ~' and are atomic formulas or negations of atomic formulas. 

We will prove that (~ u r)* # 0. Let r oS r, r ° finite. Then the con­
junction of all sentences in r ° can be written in the form 

---,'Y(kbo "'" kbn_J, 

where 'Y(xo,' . " xn - 1 ) is an open formula. This implies that (3xo)'" 
(3xn _ 1)---,'Y holds in~' and also in~, that is, ---,(xo)'" (xn _ 1)'Y holds in 
~ and thus in )8 as well. Therefore, we can find elements bo,' . " bn - 1 E B 
such that ---, 'Y(bo, ... , bn -1)' and then we can proceed as in Theorem 1. 

Now we take a <£ E (~ U r)* and the mapping cp: (ka)(Z: -+ a. <£1' the 
L( r) reduct of <£, will be an elementary extension of )8 and the elements 
(ka)(Z: will form a substructure whose isomorphism with ~ is realized by cpo 

Definition 1. A class K of structures is called a universal class if K =~*, 
where ~ is a set of universal sentences. If ~ = {<l>}, K is called an elementary 
universal class. 

Remark. These concepts were introduced by A. Tarski [3]; he used the 
terminology "universal class in the wider sense" (UCa) for "universal 
class" and" universal class" (UC) for" elementary universal class". 

Corollary. Let K be an axiomatic class and let K 1 = S( K), the class of all 
substructures of structures in K; then K1 is a universal class and K1 =~*, 
where ~ is the set of all universal sentences that hold in K. 

If, in the proof of Theorem 3, r consists only of the negations of atomic 
sentences, then cp will not be 1-1 and the domain of cp will not be a sub­
structure, but cp will have all the properties of a homomorphism and 
somewhat more. This leads us to the following definition. 
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Definition 2 (H. J. Kei8ler [1]). Let ~ and 58 be 8tructure8. SuppOBe 
BI s;; B 8uch that BI containB all the COnBtant8, and let cp be a mapping of BI 
onto A 8uch that for bo,···,b"_IEBI, p,qEP<")(TO)' ifp(bo,···,b"-l)= 
q(bo,"" b"-l) in 58, then p(bocp,"" b"-ICP)=q(bocp,"" b"-ICP) in ~ and 
for bo," " bmy - l E Bv ry(bo,' . " bmy - l ) implie8 ry(bocp,"" bmy-ICP). Then 
cP iB called an abridgment of 58 onto ~ and ~ iB called an abridgment of 58. 

Replacing r in the proof of Theorem 3 as indicated, we get the following 
result. 

Theorem 4. Let ~ and 58 be 8tructure8. ~ i8 an abridgment of an elemen­
tary extenBion of 58 if and only if every pOBitive univer8al 8entence which 
kald8 in 58 aLBo kald8 in ~. 

Corollary 1. Let K be an axiomatic Claa8 and let K I be the Claa8 of abridg­
ment8 of 8tructure8 in K. Then KI iB a univer8al Claa8 and KI =~*, where ~ 
i8 the 8et of all p08itive univer8al8entence8 which hold in K. 

If ~ is a derived structure of 58, that is, ~ E HS(58), then ~ is an abridg­
ment of 58. The converse is not true. However, if~ and 58 are algebras and 
~ is an abridgment of 58, using cp: BI ~ A, then cp satisfies the require­
ments of Theorem 12.2, whence cp can be extended to a homomorphism of 
<[Bd; F) onto ~, and ~ E HS(58). 

Corollary 2. Let K be an axiomatic claa8 of algebraa. Then HS(K) iB a 
univer8al Claa8 and HS(K)=~*, where ~ i8 the 8et of all p08itive univer8al 
8entenCe8 which hold in K. 

§44. GENERALIZED ATOMIC SETS OF FORMULAS 

All the concepts and proofs in §43 are based directly or indirectly on the 
concept of an atomic formula. H. J. Keisler [1] observed, on the one hand, 
that the validity of the results depends not so much on the way atomic 
formulas were defined as on some properties of the set of formulas which 
are equivalent to atomic formulas and, on the other hand, that these new 
results can be used in situations where the old results do not apply (see 
§45). This led him to the definition of a generalized atomic set of formulas. 

Definition 1. A 8et ~ of formulaa of L(T) iB called generalized atomic 
(G.A.) if the following conditionB hold: 

(i) if cp(xo" ", X"-l) E ~ and XO#Xj, i= 1" . " n-1, then 
(a) for any variable y, <I>(y, Xl" • " X"_l) E~; 

(b) for any COnBtant k of L(T), <I>(k, Xl" . " X"-l) E~; 
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(ii) if <l> E:F and <l> -¢> 'Y, then 'Y E:F; 
(iii) XO=X1 E:F; 
(iv) the identically false formula is an element of :F. 

In other words, :F is closed under substitution and equivalence and it 
contains the two formulas given in (iii) and (iv). 

A simple example of a G.A. set is the set of all formulas which are 
equivalent to atomic formulas, or which are identically false; this will be 
denoted by (L(T)). Obviously, L(T), the set of all formulas, is another 
example. 

Since the intersection of any family of G.A. sets is also a G.A. set, we 
get that any set of formulas :F is contained in a smallest G.A. set [:F], 
which we call the G.A. set generated by:F. 

Definition 2. Let X be a subset of {v, A, -" 3, V} and let :F be a G.A. 
set. Let :F 1 denote the set of all formulas which can be formed from the 
formulas in :F using only the connectives and quantifiers of X. The G.A. set 
[:F1 ] will be denoted by X:F. 

Corollary. X is a closure operator on the set of all G.A. sets, and <l> E X:F 
if and only if <l> is equivalent to a formula in :Fl. 

We will use the notation B = {v, A, -,}. If X and Yare closure opera­
tors as described in Definition 2, then we write XY:F = X(Y:F). Note that 
these operators do not commute in general. If X is a one-element set, for 
instance, X={v}, then we will write v:F for X:F. 

Normal Form Theorem. Let:F be a G.A. set. Then: 

(i) disjunctive normal form theorem: B:F = VA -,:F; 
(ii) conjunctive normal form theorem: B:F = AV -,:F; 

(iii) prenex normal form theorem: {A, v, -" V, 3}:F ={V, 3}B:F. 

The proof of these normal form theorems is the same as in the special 
case of atomic formulas. 

It is interesting to observe that, up to equivalence, the types of formulas 
we defined so far can be very easily described. 

For instance, atomic formulas: (L(T)); open formulas, B(L(T)); uni­
versal sentences: sentences that belong to {V, B}(L(T)), and so on. 

In order to generalize the results of §43, we have to generalize the con­
cepts of homomorphism, subalgebra, and so on, so as to apply to arbitrary 
G.A. sets. 
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Definition 3. Let 91" be a G.A. set and let~, ~ be structures, A ~ B. Tken 
~ is called an 91"-subsystem of ~ (and ~ is called an 91"-extension of ~) if 
whenever cI>(xo, .. " xn - l ) E 91", where cI> is free at most in xo, .• " Xn-l> and 
ao,"', an-l E A, then cI>(ao,"', an- l ) holdsin~ if and only if it holds in~. 

Definition 4. Let 91" be a G.A. set, let ~, ~ be structures, and let cP be a 
rrw,pping of A onto B. Then cP is called an 91"-homomorphism if whenever 
cI>(xo,"', xn - l ) E91", where cI> is free at most in I,o,"', Xn-l' and ao,"', 
an- l EA, then cI>(ao,"', an- l ) holds in ~ implies cI>(aocp,···, an-1CP) holds 
in~. 

Corollary. An (L(T))-homomorphism is an onto homomorphism, and 
conversely. 

Definition 5. Let 91" be a G.A. set, let ~, ~ be structures and let cP be a 
mapping of a subset A o of A onto B. Then cP is called an 91"-abridgment of 
~ onto ~ (and ~ is called an 91"-abridgment of ~) if whenever 
cp(xo," " xn - l ) E 91", where cP is free at most in Xo,' . " Xn-l, and ao,' ", 
an- l E A o• then cI>(ao•· ", an- l ) holds in ~ implies that cI>(aocp,· . " an-1CP) 
holds in ~ and A o contains all the constants in ~. 

Now we are ready to state the generalizations of the results of §43. We 
will formulate only those which will be needed later on. 

Theorem 1. Let 91" be a G.A. set and let ~. ~ be structures. ~ has an 
elementary extension which contains an 91"-subsystem that is isomorphic to 
~ if and only if~ E (~* n 3B§')*. 

Corollary. Let K be an axiomatic class and let 91" be a G.A. set. Form K l , 

the class of 91"-extenSions of structures in K, and K 2 , the class of elementary 
substructures of structures of K l' Then 

K2 = (K* n 3B91")*. 

Theorem 2. Let ~, ~ be structures and let 91" be a G.A. set. ~ has an 
91" -homomorphism onto a substructure of some elementary extension of ~ if 
and o-nly if ~ E (~* n 3AV91")*. 

Corollary. Let K be an a;;r,iorrw,tic class and let 91" be a G.A. set. FMm the 
class Kl of all structures ~r such that there exists a ~ E K that has an 91"­
homomorphism onto a substructure of~. Let K2 be the class of all elementary 
substructures of structures in K l' Then 

K2 = (K* n 3AV91")*. 
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Theorem 3. Let $ll, sa be structures and let !F be a G.A. set. $ll is iso­
morphic to an !F -subsystem of an elementary extension of sa if and only if 
$ll E (sa* n VB!F)*. 

Corollary. Let K be an axiomatic class and !F a G.A. set. Let Kl be the 
class of all !F -subsystems of structures in K. Then 

Kl = (K* n VB!F)*. 

Theorem 4. Let $ll, sa be structures and !F a G.A. set. $ll is an !F-abridg­
ment of an elementary extension of sa if and only if m: E (sa* n Vl\v!F)*. 

Corollary. Let K be an axiomatic class and let!F be a G.A. set. Let Kl be 
the class of !F-abridgments of structures in K. Then 

Kl = (K* n Vl\v!F)*. 

The proofs of these results are the same as the proofs of the analogous 
results in §43, with slight modifications. For instance, in the proof of 
Theorem 2, the step in which we formed the set r of all atomic sentences 
in L'll(T) that held in sa' should be replaced by "form the G.A. set!F' 
generated by!F in L'll(T) and set r=!F' n (sa')*." 

§45. CHAIN UNIONS AND HOMOMORPHISMS 

In this section we are going to apply the results of §44 to get" classical 
results", that is, results that do not involve the concept of G.A. set. This 
will substantiate the statement of §44 to the effect that the results of §44 
can be applied in situations in which the results of §43 are not powerful 
enough. 

Let the $llj be structures, i =0, 1, 2, .. " where $llj is a substructure of 
$lll+l' and let $ll be the union of the w-chain {$lljl i=O, 1"" }. 

Let !I> be a sentence that holds for all the $llj' If this implies that !I> holds 
for $ll as well, we will say that !I> is preserved under the formation of chain 
unions. In this section we will prove a theorem due to C. C. Chang [3], 
J. Los and R. Suszko [3], which characterize such sentences. The proof 
given below is due to H. J. Keisler [1] and is based on some results of §44. 

In preparation for the proof, we introduce the following concepts. 
We will write <$llo, $lll' $ll2)O to denote that $llo is a substructure of $lll' 

$lll is a substructure of $ll2' and $llo is an elementary substructure of $ll2' If 
K is a class of structures, then K = {$llo I there exist $lll E K and $ll2 arbi­
trary such that <$llo, $lll' $ll2)O}. 

Let 8 be the G.A. set of all formulas that are equivalent to existential 
formulas. 
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Theorem 1 (H. J. Keisler [1]). Let K be a class of structures. Then it is 
the same as the cla~s of allG-subsystems of structures in K. 

Proof. Let ~ E K and let ~ be an G-subsystem of~. We want to prove 
that ~ E it. Let ~(T) be the diagram language of ~ and let ~' be the 
natural extension of ~ in ~(T). Then an existential sentence'Y of ~(T) 
holds in ~' if and only if it holds in ~'. This implies that every universal 
sentence of ~(T) which holds in ~' also holds in ~'. Thus, by Theorem 
43.3, ~' has an elementary extension ~l' which is isomorphic to a struc­
ture ~2" containing ~' as a substructure. Let cp: A/ ~ A 2' be the iso­
morphism between ~l' and ~2'. Since 

and Acp = {(ka)\!I; I a E A}, we get that ~'cp is an elementary substructure 
of ~2'; thus, <~cp, ~, ~2>0, that is, ~ E ii, which was to be proved. 

To prove the converse, let <~, ~, ~l>O and IB E K. We will prove that 
~ is an G -subsystem of ~, which will conclude the proof of Theorem 1. 

Indeed, let CI>(xo,· .. , xn-l) be an existential formula free at most in 
xo,···,xn_l;then 

CI>(Xo,· .. , Xn-l) == (3yo)· .. (3Ym_l)'Y(XO,· .. , Xn-l, Yo,· .. , Ym-l), 

where'Y is an open formula. Let ao,· .. , an- l EA. Then CI>(ao,· .. , an-I) 
implies that 'Y(ao,···, an-I' bo,···, bm- l) for some bo,···, bm- l EA. 
Thus, CI>(ao,· .. , an-l) holds in lB. In a similar manner, if CI>(ao,· .. , an-l) 
holds in ~, this implies that CI>{ao,· .. , an-I) holds in ~l' which, in turn, 
implies that CI>(ao,· .. , an-l) holds in ~{, since ~ is an elementary sub­
structure of ~l. Thus CI>{ao, ... , an-I) holds in ~ if and only if it holds in 
~, completing the proof. 

A universal-existential sentence is a sentence of the form 

where'Y does not contain quantifiers. Up to equivalence, the universal­
existential sentences are the sentences in \f3B (L{T)). 

Corollary. Let K be an axiomatic class and let L be the set of all universal­
existential sentences that hold in K. Then it =L*. 

Proof. This is obvious from Theorem 1 and from the Corollary to 
Theorem 44.3. 

Theorem 2. Let K be an axiomatic class. Let KI be the class of unions of 
w-chains of structures in K, and let K 2 be the class of elementary substructures 
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of structures in K l' Let ~ be the set of all universal-existential sentences that 
hold in K. Then K2 is an axiomatic class and K2=~*' 

Proof. Let III E K l' Then III is the union of structures Ill, E K, where Ill, 
is a substructure of Illl+ 1> i = 0, 1, .. '. Let <1> E ~, 

where'Y is an open formula. Let ao,' . " an - 1 EA. Then ao, .. " an - 1 E A, 
for some i. Since <1> holds in Ill" there are elements bo, ... , bm -1 E A, such 
that 'Y(ao,"" an - 1 , bo,"', bm - 1 ), which implies that <1> holds in Ill. 

Thus, KlS~*, which obviously implies that K2S~*, 
Now let III E ~*. By the corollary to Theorem 1, III E ii, that is, there 

exist Illl E K and 1112 arbitrary such that <Ill, 1ll1' 1ll2)o. Since III is an 
elementary substructure of 1ll2' we have 1112 E ~*; thus, 1112 E ii and there­
fore there exist 1113 E K and 1114 arbitrary such that <1ll2, 1ll3' 1ll4)o. Pro­
ceeding thus, we construct an w-chain of structures III = III ° , 1ll1' 1ll2' ... 
such that 1ll2'+1 E K, i=O, 1, .. " and 1ll2' is an elementary substructure of 
1ll2'+2' i=O, 1" . '. Let 58 be the union of the Ill,. Then 58 is the union ofthe 
1ll2,+1; thus, 58 E K 1 • On the other hand, 58 is the union of the ~{2'; thus, by 
Theorem 38.1, III is an elementary substructure of 58, that is, ~{E K 2 • 

which completes the proof of Theorem 2. 

Corollary. The following four conditions on a sentence <1> are equivalent: 

(i) <1> is equivalent to a universal-existential sentence; 
(ii) <1> is preserved under the formation of w-chain unions; 

(iii) <1> is preserved under the formation of chain unions; 
(iv) <1> is preserved under the formation of direct unions. 

Proof. (i) implies (iv) can be proved by using the argument of the first 
part of the proof of Theorem 2. (iv) implies (iii), (iii) implies (ii) are 
trivial. (ii) implies (i) can be established by taking the class K = <1>* as in 
the proof of Corollary 2 to Theorem 43.1. 

It was observed by R. C. Lyndont and also by E. Marczewski [1] that 
positive sentences (that is, sentences given in the prenex normal form, 
whose matrix does not contain the negation sign)t are preserved under 
homomorphisms. We are going to prove the converse of this statement: if 
a sentence is preserved under homomorphisms, then it is equivalent to a 
positive sentence. This was conjectured by E. Marczewski [1] and the 
result was announced without proof by J. Los [2] and A. 1. Mal'cev [6]. 

t Review of A. Horn [1], J. Symbolic Logic 16 (1951). 216. 

t In general. a formula having this property is called a pQsitive formula. 
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The first proof was published by R. C. Lyndon [4]. Using the results of 
§44, we will give the very elegant proof due to H. J. Keisler [1]. 

Theorem 3. Let m: and sa be structures. sa has an elementary extension 
which has a homomorphism onto an elementary extension of m: if and only if 
every positive sentence which holds in sa also holds in m:. 

Proof. The "only if" part is trivial (for a more general statement, see 
the Exercises). To prove the "if" part, let P denote the set of sentences 
that are equivalent to positive sentences, that is, P={I\, V, V, 3 }(L(T)). 
By assumption, m: E (sa* () P)*. Since P=3I\vP, we have that 

m: E (sa* () 3I\vP)*; 

thus, by Theorem 44.2, m: has an elementary extension m:l such that there 
exists a P-homomorphism CPl of sa into m:l . We now form the diagram 
language Lra ( T) of sa and the natural extension sa' of sa. Let P' be the G .A. 
set generated by P in Lra(T) (obviously P' is the set of all formulas which 
are equivalent to positive sentences in Lra(T)). 

We interpret the new constants kb' b E B, in m: l by bCPl; m:/ denotes the 
resultant structure. 

If <I> is a sentence in P', then it follows from the way we defined the 
constants in m:l ' that if <I> holds in sa' then it also holds in m:/. Moreover, 
'1I\VP'=P'; thus, 

m:l ' E (sa'* () '1I\V P')*. 

Thus, we can apply Theorem 44.4, and we get the existence of an elemen­
taryextension sat' of sa', a subset B IO of Bl', and a mapping 91 : B IO - Al 
such that 91 is a P'-abridgment of sal' onto m:t'. By the definition of a 
P' -abridgment, BlO contains all the constants. Thus, Blo;2 B. Further­
more, a P' -abridgment carries constants into constants; thus, 

91 : (kb)!8~ - (kb)'H~, 

that is, 91 : b _ (kb)'Hi. Therefore, 91 is an extension of CPl. 
Then we consider the language Lra10(T), the structures sal", m: l" (defined 

in terms of ( 1 ), and PH. Then again we will find that 31\vP" =P" and 
m:l" E (sat"* () 3I\vP")*, and thus we can again apply Theorem 44.2. 

Repeating these arguments, we construct the structures 

m: = m:o, m: l , m:2 , • •• and sa = sao, sal' sa2 , •.. , 

each of which is of type T, and an ascending chain of mappings 

CPl ~ 91 ~ CP2 ~ 92 ~ ..• 

such that 

(i) m:f+l is an elementary extension of m:1, i=O, 1, ... ; 
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(ii) j81+1 is an elementary extension ofj8j' i=O, 1,···; 
(iii) CPI is a P-homomorphism of j8j-1 into mj, i= 1,2,· .. ; 
(iv) 8j is a P-abridgment of j8j onto mj, i= 1,2, .... 

Let mOl and j80l be the unions of the chains of the mj and of the j8j 
respectively. By Theorem 38.1, each mj is an elementary substructure of 
mOl and each j8; is an elementary substructure of j8Ol. 

Let 8= U (8t1 I~i<w)= u (cpt! I~i<w). Then 8 is defined on the 
whole of BOland BjJ=AOl. We claim that 8 is a P-homomorphism. 
Indeed, let «1>(xo, ••• , xn- 1) E P, where «1> is free at most in xo, ••• , Xn- 1, 
let bo, ... , bn - 1 E BOl , and let «1>(bo,···, bn - 1) hold in j8Ol. For some i, 
bo, ... , bn -1 E B j and «1>(bo, ... , bn -1) holds in j8j' since j8j is an elementary 
substructure of j8Ol. Therefore 

holds in ml+ 1 since CPi+1 is a P-homomorphism of j8; into ml +1; since 
cpj + 1 £. 8 and mj + 1 is an elementary substructure of mOl' we get that 
«1>(bo8,· .. , bn _ 18) holds in mOl' which was to be proved. 

Thus, 8 is a P-homomorphism; in particular, 8 is a homomorphism of 
j80l onto mOl' which completes the proof of Theorem 1. 

Corollary 1. Let K be an axiomatic class. Form K 1 , the class of all ex­
panded homomorphic inw,ges of structures in K, and K 2, the class of all 
elementary substructures of structures in K 1 • Then K2 is an axiomatic class 
and K 2=(K* n {v, 1\, 'V, 3}(L(T)))*, that is, K2=~*' where ~ is the set of 
all positive sentences which hold in K. 

Corollary 2. A sentence «1> is preserved under the formation of expanded 
homomorphic inw,ges if and only if «1> is equivalent to a positive sentence. 

For algebras, expanded homomorphic image is the same as homo­
morphic image. Thus for algebras, Corollary 2 states that «1> is preserved 
under the formation of homomorphic images if and only if «1> is equivalent 
to a positive sentence. 

This appears to be the proper place to point out that, in his paper, 
H. J. Keisler [1] gave several other applications of his new method. 
Among other results, he characterized the sentences which are preserved 
under the formation of direct limits and inverse limits. However, his main 
result is a characterization of axiomatic classes K which can be repre­
sented as K =~*, where each sentence «1> in ~ is in prenex normal form and 
the number of alternations of 'V and 3 in the prefix of «1> is at most n, where 
n is a fixed integer. 
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§46. DffiECT PRODUCTS 

Our first goal is to determine those universal sentences which are pre­
served under direct products. 

Let ~ be a set of universal sentences. We assume that each <I> E ~ is in 
prenex normal form and since all sentences considered are universal, we 
will write down only the matrix of a sentence, that is, we think of an open 
formula as a universal sentence. 

Definition 1. A set ~ of universal sentences, written as a set of open 
formulas, is in normal form if every <I> E ~ is of the form <1>= 80 v ... v 8n - v 
where each 8; is an atomic formula or the negation of an atomic formula. 

Corollary. Every set ~ of universal sentences is equivalent to a set ~' of 
universal sentences in normal form. 

Proof. For all <I> E~, take the conjunctive normal form of <1>: 
<1>= <1>01\ .. 'l\<I>m-l and replace <I> by {<I>o,' . " <l>m-l}' 

Definition 2. Let ~ be a set of universal sentences in normal form. Let 
<l>E~, <I>=80 v·. ·v8n _ 1 . We say that <I> can be reduced (with respect to 
~) if n>l and for <I>'=80v·· ·v8t _ 1 v8i +lv ... v8n _ 1 for some 
O~i<n, ~ is equivalent to (~-{<I>}) U {<I>'}. <I> is reduced if it cannot be 
reduced. ~ is reduced if each <I> E ~ is reduced. 

Remark. Obviously, <1>' is always stronger than <1>; therefore, 

(~ - {<I>}) u {<I>'} 

always implies ~. Thus, to see that <I> can be reduced, it suffices to show 
that ~ F <1>'. 

Lemma 1. Let ~ be a set of universal sentences in normal form. Then 
there exists a set of universal sentences ~' in normal form which is reduced and 
which is equivalent to ~. 

Proof. For each <I> E~, choose a reduced form <1>' and set~' = {<I>' I <I> E ~}. 
By definition, ~ F <1>' for all <I> E~; thus, ~ F~' and obviously ~' F~. 
Therefore, ~ ¢> ~'. Furthermore, ~' is reduced since if <1>' E~' can be 
further reduced to <1>", then ~ ¢>~' F <1>". Thus ~ F <1>", contrary to the 
choice of <1>'. 

This very simple proof is due to M. Makkai. 
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The next result will prove that our definition of reduced normal form is 
equivalent to the one used by W. Peremans [2]. 

Lemma 2. Let}:, be in normnl form, $ E}:" $ = 0o V ••• V 0 .. - 1. Assume 
that the free variables in $ and in each 0, are at most xo, ... , Xm-l. $ is 
reduced if and only if n = 1, or for all i, 0 ~ i < n, there exists a structure 
~E}:,* and ao,···,am_1EA such that 0,(ao,···,am_1) in ~ and 
-,OJ(ao,···, am-I) in ~for j=l:i. In general, if for $ E}:, and for fixed i, $ 

satisfies the above condition, then 0, occurs in all the reduced forms of $. 

Proof. Let $ be reduced and n> 1. Put $' = 0o v ... V 0'-1 V 0, +1 V •.• 

vO .. _1. Then}:, does not imply $'; thus, there exists a structure ~ E}:'* 

which does not satisfy $'. This means that we can find elements ao, ... , 
am- 1 E A such that -, OJ(ao, ... , am-I) for j =l:i. However, $(ao, ... , am-I); 
thus, -,OJ(ao,···,am_1) for j=l:i implies 0,(ao,···,am- 1), verifying the 
condition of the theorem. 

Since the converse is included in the second statement of Lemma 2, it 
suffices to prove that statement. 

Thus, let us assume that $ E}:, and for fixed i the condition is satisfied, 
and set $' = 0'0 v ... VO'k_l with i 1= {io,· .. , ik - 1}. Then ij=l:i for all j. 
Thus, -, O,/(ao,· .. , am-I)' which implies -, $'(ao,···, am-I). Therefore, 
}:, F $' does not hold and so $' cannot be a reduced form of $. 

Theorem 1. Let}:, be a reduced set of universal sentences in normal form. 
Then}:, is preserved under the formation of direct products if and only if, for 
all $ E}:" $= Oov ... vO .. _1> where at most one of the 0, is an atomic 
formula. 

Proof. Assume that}:, is preserved under the formation of direct prod­
ucts and for $ E}:" $ = 0o V ••• V 0 .. - 1, where 0o and 01 are both atomic. 
Then, by Lemma 2, there exist ~ E}:'* and ao, ... , am -1 E A such that 
0o(ao,···, am-I) and -,O,(ao,···, am-I) for i>O. Also, there exist lB E~*, 
and bo,···,bm_1EB, such that 01(bo,···,bm- 1) and -,OJ(bo,···,bm- 1) 
for j=l:1. 

We will prove that ~ x lB 1= }:,*, which will be a contradiction. In fact, 
we will prove that -,$(ao, bo),···, (am-I> bm- 1»). 

It suffices to prove that -,O,(ao, bo>'···, (am-I, bm- 1») for all i. 
Let i = 0 and 0o = (Po=qo), where Po, qo are polynomial symbols, or 

0o=ry. By the definition of operations and relations in direct products, 
0o(ao, bo),· .. , (am-I> bm- 1») if and only if 0o(ao,···, am-I) and 
0o(bo, ... , bm- 1), and the latter fails to hold. 

The same proof applies for i = 1 and for all i for which 0, is atomic. 
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Similarly, if 0, is the negation of an atomic formula, then 

O,«ao, bo), ... , <am-I, bm- 1» 
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if and only if either O,(ao,···, am-I) or O,(bo,···, bm- 1 ) and, by assumption 
both fail to hold. 

To prove the converse, let «l>= 00v ... vOn_I' with at most one 0, 
atomic, and let 'iff.j,j EJ, be structures satisfying «l>. We will prove that 
'iff. = n ('iff.j I j E J) also satisfies «l>. 

Let to, .. " tm- 1 EA. We will prove «l>(to, .. " tm- 1 ). If n= 1, the state­
ment is trivial. Let n> 1 and assume that all the 0, are negations of atomic 
formulas, that is, O,=(p,#q:;) or O,=,ry ' In the first case, for jEJ 
«l>(to(j),· . " tm- 1(i)) holds in 'iff. j; thus 

in 'iff. j for some i. Therefore, p,(to,"', tm- 1)#q,(to,"', tm- 1 ), which 
implies «l>(to, .. " tm -1)' The same reasoning applies in the second case. 

Finally, let «l> = 00 v ... v On -1 and let 00 be atomic. Since for all j E J, 
«l>(to(j), ... , tm -1 (i)); it follows that for some ij, O'J(to(i),' . " tm -1 (i)). If, 
for somej, ij>O, then we can argue as above. If, for allj EJ, ij=O, then 
Oo(to, ... , tm -1)' which implies «l>(to, ... , tm -1). This completes the proof of 
the theorem. 

Definition 3. A basic Horn formula «l> is a formula of the form 
OoV •.. VOn_v where 0, is an atomic formula or the negation of an atomic 
formula, and at most one of the 0, is atomic. A Horn formula is a formula in 
prenex normal form whose matrix is a conjunction of basic Horn formulas. 

The following result was proved by J. C. C. McKinsey [1]. 

Corollary I. Let «l> be a universal sentence. «l> is preserved under direct 
products if and only if «l> is equivalent to a universal Horn sentence. 

Proof. By Theorem 1, «l> is preserved under direct products if and only 
if «l> <=>~, where ~ is a set of basic Horn formulas. By the compactness 
theorem, there exist 'Yo,"','Yk - 1 E~ such that «l><=>'YoA"'A'Yk - 1 , 

which was to be proved. 

Let us note that in the first part of the proof of Theorem 1, we used 
only the fact that ~ is preserved under the formation of direct products of 
two factors. This gives the following result of A. Tarski [4]. 

Corollary 2. Let K be a universal class. If K is closed under the formation 
of direct products of two structures, then K is closed under direct products of 
arbitrary nonvoid families of structures in K. 
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This will be generalized to arbitrary axiomatic classes in the next 
section. 

Corollary 1 was extended by A. Horn [1] (see also A. Tarski [4]): every 
Horn sentence is preserved under direct products. This gave rise to the 
conjecture that a sentence <I> is preserved under the formation of direct 
products if and only if it is equivalent to a Horn sentence. This was dis­
proved by C. C. Chang and A. C. Morel [1]. They proved the following 
result. 

Theorem 2. Let ml, i E I, be structures and let!lj be a proper dual ideal of 
$(1). Let <I> be a Horn formula and let fV E ( TI.9 (All i E I))"'. Then 
8(<1>, f) E!lj implies that fV satisfies <I> in TI.9 (mil i E I). 

Recall that 8(<1>, f) ={i liE I and f( i) satisfies <I> in ml}' This result is 
analogous to Theorem 39.1, in which we assumed that!lj was prime. 

Proof. Let r be the set of all Horn formulas for which the statement of 
Theorem 2 holds. 

(i) If <1>= 0 0 1\ .. 'I\On-l' where all the 01 are atomic, then 8(<1>, f) E!lj 
if and only iff V satisfies <I> in TIt) (mil i E I). Thus <I> E r. 

(ii) If <1>0' <1>1 E r, then (up to equivalence) <1>01\<1>1' (3xk)<I>o, (Xk)<I>O E r. 
The proofs of (i)-(ii) are analogous to the proof of Theorem 39.l. 

(iii) If <I> is a basic Horn formula, then <I> E r. 
We will distinguish three cases. (1) If <I> is atomic, this was proved in 

(i). (2) Assume that <I>=(,Oo)v·· 'V(,On-I)' where the 01 are atomic, 
8(<1>, f) E!lj, and still fV does not satisfy <I> in TIt) (mil i E I). Then, fV 
satisfies ,<I> (which is equivalent to 001\" 'I\On-l) in TIt) (mil i E I); 
thus, by (ii), 8(,<I>,f)E!lj. However, 8(<I>,f)1I8(,<I>,f)=0. Thus, 
o E!lj, contradicting the fact that !lj is proper. (3) Assume that <1>= 
(,Oo)v ... V(,On_I)VOn, where all the 01 are atomic, 8(<I>,f)E!lj, and 
fV does not satisfy <I> in TIt) (mil i E I). Set 7= 001\ .. ·I\On_I' Since fV 
satisfies, <I> (which is equivalent to 71\, On), tv satisfies 7; thus, by (i), 
8(7, f) E!lj; However,8(On, f) 28(<1>, f) II 8(7, f) E!lj; therefore,8(On' f) E!lj 
and, by (i), fV satisfies On and thus <I> in TIt) (mil i E I), contrary to our 
assumption. This completes the proof of Theorem 2. 

Corollary. Every Horn sentence is preserved under the formation of 
reduced direct products. 

This follows from Theorem 2 and the fact that IE!lj. 
The converse of the corollary to Theorem 2 was proved in H. J. Keisler 

[9]. The proof is a beautiful combination of the method of the proof of 
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Theorem 41.2 with the" special models" of M. Morley and R. Vaught [1]. 
Keisler's proof uses the Generalized Continuum Hypothesis. F. Galvin 
recently eliminated the Generalized Continuum Hypothesis from the proof 
(Ann. Math. Logic 1 (1970), 389-422). 

Theorem 3. There exists a 8entence ell that i8 preserved under the formation 
of direct products and which is not equivalent to a Horn 8entence. 

Proof. Let 7=<2,2,1,0,0) be the type of Boolean algebras. Let ell be 
a sentence in L(7) that is satisfied by a structure ~ of type 7 if and only 
if ~ is a Boolean algebra having at least one atom. Obviously, ell is 
preserved under the formation of direct products. However, ell is not pre­
served under the formation of reduced direct products. Indeed, if~h i E f, 
are two-element Boolean algebras, f is infinite, and p) is the dual ideal con­
sisting of the complements of finite subsets of f, then TI~ (~i liE f) has 
no atom (see Exercises) while each ~I had one. 

Now, Theorem 3 is obvious since, if ell were equivalent to a Horn 
sentence, then by the corollary to Theorem 2, it would be preserved under 
the formation of reduced direct products. 

Although the conjecture, stated before Theorem 2, is false in general, it 
is true for certain types of sentences. Such types are the following: uni­
versal sentences (Corollary 1 to Theorem 1); existential sentences (R. C. 
Lyndon [7]); universal-existential sentences (J. Weinstein, Doctoral dis­
sertation, University of Wisconsi~, 1965). Since the counterexample of 
Theorem 3 is an existential-universal sentence, Weinstein's result is the 
best possible. 

§47. DIRECT PRODUCTS (Continued) 

For every type of algebraic construction discussed so far, we found a 
type of formula such that a sentence is preserved under the algebraic 
construction if and only if the sentence is equivalent to a sentence of the 
given type. The only exception was the direct product. Recently J. 
Weinstein (Doctoral dissertation, University of Wisconsin, 1965) has 
found a characterization of sentences preserved under direct product. In 
this section a related theorem of S. Feferman and R. L. Vaught [1] will be 
discussed which in a certain sense serves as a substitute. 

To grasp the idea involved, take the algebras ~i' i E f, ~ = TI (~II i E f), 
and to,···, tn- I EA. If p and II are n-ary polynomial symbols, then 
p(to,···, tn-d=q(to,···, tn-I) holds in ~ if and only if 

{i Ip(to(i), . .. , tn_l(i» = q(to(i), . .. , tn_l(i»} = f; 



288 OH. 7. ELEMENTARY PROPERTIES OF OONSTRUOTIONS 

we can write the latter condition as S(p=q, t) =1, where t= (to, ... , tn-I) 
E An. Similarly, p(to, ... , tn-I) #q(to, ... , tn-I) if and only if, 

IS(p#q, t)l ~ 1. 

In other words, in these and in many other cases, we find that the satisfi­
ability of a formula r by a sequence of elements of III is equivalent to 
the satisfiability of a formula <I> in the language of Boolean set algebras by 
certain sets which we construct from r using constructions like S(r, t). The 
theorem of S. Feferman and R. L. Vaught states in effect that this is 
always the case. 

To formulate the theorem, we will make use of two languages: L(T) and 
L(a), where T is the type of the structures considered and a=(2, 2,1,0,0) 
is the type of Boolean algebras (B; V, /\, ',0, I); the variables in L(T) 
are xo, Xl> ••• and the variables in L(a) are Xo, Xl' .... 

Definition 1. An acceptable sequence is a sequence ~ = (<I>, 8o, ... , 8m), 

where <I> E L(a), 8o, ... , 8m E L(T), and <I> is free at most in Xo, ... , Xm. We 
will say that X k is free in ~ if X k is free in some 8j • 

Theorem 1 (S. Feferman and R. L. Vaught [1]). With every formula 
r E L( T) we can associate an acceptable sequence ~ = (<I>, 8o, ... , 8m ) such 
that X k is free in ~ if and only if it is free in r, and the following holds: 

If Illj, i E I, are structures of type T, III = rr (Illjl i E I), and t E AW, then r 
is satisfied by t in III if and only if <I>(S(8o, t),· .. , S(8m , t)) holds in ~(1). 

Proof. Let 0 denote those formulas in L(T) for which the theorem holds. 

(1) If r: is atomic, then rEO. 

Set <I>=(Xo=I), 8o=r, and ~=(<I>, 8o). Then ~ is an acceptable 
sequence since <I> is free only in Xo. Furthermore, X k is free in ~ if and only 
if it is free in r since 8o=r. Finally, r is satisfied by t if and only if 
S(r, t) =1, which is equivalent to <I>(S(8o, t)) in ~(1), completing the 
proof of (1). 

(2) If rv r 2 E 0, then r l Vr2 E O. 

Let r I and r 2 be associated with ~'= (<1>', 8o', ... , 8~.) and ~"= 
(<1>", 8o", ... , 8~.), respectively. Set 

and 

~ = (<1>,80 ', ••• , 8~., 8o", ... , 8~.). 
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It is obvious that' satisfies the requirements of Definition 1 and Theorem 1. 

(3) If rEa, then -, rEa. 

Let r be associated with, = (<I>, 0o, ••• , Om). It is obvious that -, r is 
associated with ( -, <1>, 0o, ... , Om). 

The following two steps «4) and (5» prepare the final step (6). Steps (4) 
and (5) give two important properties of the concept introduced in the 
following definition. 

Definition 2. An acceptahle sequence ,=(<1>,00, ... ; Om) is called a 
partitioning sequence if 0ov01 v ... vOm and, for all i:f:i, .(011\0,) are 
provable formulas, that is,formulas which always hold (so-called tautologies). 

(4) H ,=(<1>, 0o, ... , Om> is a partitioning sequence and t E Aco (where 
~ is given in the theorem), then 8(0~, t), ... , 8(Om' t) is a partition of 1. 

Indeed, 8(00 , t) U 8(01 , t) u··· u 8(Om' t)=(by the definition of satis­
faction)=8(00v ... vOm, t)=I, since every sequence satisfies a provable 
formula. Similarly, if i:f:i, then 8(01, t) () 8(0" t)=8(011\0" t)= 
I -8( .(011\0,), t)=1 -I = 0. 

(5) Let r=(<I>', 0o', •.. , O~,> be an acceptable sequence. Then there 
exists a partitioning sequence' = (<I>, 0o, ... , Om> such that' and " are 
free in the same variables and for any tEA co (where ~ is given in the 
theorem) <1>'(8(00', t), ... , 8(0~" t» if and only if <I>(8( 0o, t), ... , 8(Om' t». 

Let m = 2m' + 1_1 and let qo, ... , qm be a list of all subsets of {O, ... , m'}. 
Set 

Ok = A (0/ Ii E qk) 1\ A (.0/ Ii ~ qk) 

for all k;;;; m. Further, set 

Sl = {k I k ;;;; m and 1 E qk} 

for l;;;; m'. Finally, define 

<I> = <I>'(V(XklkEso),···, V(XklkEsm,» 

and, = (<I>, 0o, ... , Om>. Obviously, , and r have the same free variables. 
Then, using the rules of computation with sets (see Exercises 0.19-

0.21), we get 

U (8(Ok' t) IkE s,) = U (S( A (0/ Ii E qk) 1\ A (.0/ Ii ~ qk),t) IkE s,) 

= U ( n (8(0/, t) Ii E qk) () n (I - 8(0/, t) Ii ~ qk) IkE s,) 
= 8(0/, t). 

Similar computations show that , is a partitioning sequence. 

(6) H r' E a, then r=(3Xk)r' E a. 
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By assumption, r' is associated with an acceptable sequence r = 
(<1>',80"· .. , 8m'). By (5), we can assume that " is a partitioning sequence. 
We define ,=<<1>,80'· .. , Bm) by setting Bj =(3xk)B/ and 

<I> = (3Yo) ... (3Ym)(Partm(Yo, ... , Ym) 1\ 

A (Yj S Xj Ij ~ m) 1\ <I>'(Yo, ... , Ym)), 

where Yo, ... , Ym are variables not used in <1>' and Partm E L(a), expresses 
that Yo,· .. , Ym form a partition. 

It is obvious that, is an acceptable sequence and that the free variables 
of , are the same as those of r, excepting X k • Thus, Xl is free in r if and 
only if it is free in ,. It remains to prove that r(t) in m: if and only if 
<I>(S(80 , t), ... , S(Bm' t)) in ~(I). 

r(t) is equivalent to r'(t(kjg)) for some g E A, which in turn is equivalent 
to the following condition: 

(*) <I>'(S( Bo', t(kjg)), ... , S( Bm', t(kjg))) for some g E A. 
On the other hand, <I>(S(Bo, t),· .. , S(Bm' t)) is equivalent to the follow-

ing condition: 
(**) There exist subsets Yo, ... , Y m of 1 such that 

(a) Yo,···, Y m form a partition of 1;" 
(b) Y j sS((3xk)B/, t) for j~m; 
(c) <I>'(Yo,···, Ym). 

To complete the proof, it suffices to prove that (*) is equivalent to (**). 
(*) implies (**). Set Yj=S(B/, t(kjg)). Then (a) is trivial by (4). Further­

more, Yj=S(B/, t(kjg)) s U (S(B/, t(kjh)) I h E A) =S((3xk )B/, t), by the 
definition of satisfaction, proving (b). Finally, (c) is nothing but (*). 

(**) implies (*). Define g as follows. Take i E 1; by (a), i E Y j for exactly 
onej~m; by (b), Y,sS((3xk)B/, t). Thus, (3xk )B/ is satisfied by t(i) in 
m:i . This means that there exists an a i E Ai such that B/ is satisfied by 
t(i)(kjaj ). Set g(i)=aj • 

Using the identity t(i)(kjg(i))=t(kjg)(i), we get that if i E Yj, then B/ 
is satisfied by t(kjg)(i). That is, 

Y j S S(B/, t(kjg)) 
for j~m. 

This, however, implies that Y,=S(B/, t(kjg)) since, by (a), the Yj form 
a partition and, by (4), the S( B/, t(kjg)) also form a partition. This equality 
and (c) yield (*). This completes the proof of Theorem l. 

Corollary 1. In the statement of Theorem 1, , can always be chosen as a 
partitioning sequence. 

This is obvious from (5). 
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If 8 is a sentence, then we have nothing to substitute. Thus, S(8, t) does 
not depend on t. In this case, set S( 8) =S( 8, t) for any t. 

Corollary 2. Let r be a sentence which is associated with 
,= (ct>, 80' ... , 8m> as in Theorem 1. Then all the 8j are sentences, and r 
holds in ~ if and only if ct>(S( 80), ... , S( 8m)) holds in ~(I). 

Since a variable is free in r if and only if it is free in some 8" we get that 
all the 8, are necessarily sentences. The rest of Corollary 2 is only a re­
statement of Theorem 1 in this special case. 

Now we are ready to give the first application of Theorem 1. 

Theorem 2. Let~, be an elementary substructure of 58, for all i E 1. Then 
f1 (~, liE I) is an elementary substructure of f1 (58,1 i E I). 

Proof. Form ~ and 58 and take tEA"'. Then S(8" t) for the ~, is the 
same as S( 8" t) for the 58" by the definition of elementary substructure. 
The result now follows from Theorem 1. 

The following special case of Theorem 2 is due to A. Mostowski [1]: The 
formation of direct powers preserves elementary equivalence. Theorem 2 
in its present form is a special case of results of S. Feferman and R. L. 
Vaught [1]. 

If we combine Theorem 1 with Skolem's result (Theorems 37.1 and 37.2) 
we get the following statement. 

Theorem 3. For any sentence r E L(r), there exists a natural number N 
such that whenever r holds in ~= f1 (~,I i E I), then there exists an 1'SI, 
II' I ~ N, with the property that for all 1" with l' s 1" s I we have that r holds 
in f1 (21, liE 1"). 

Remark. For direct powers, this statement was first proved by A. 
Mostowski [1]. A straightforward generalization of Mostowski's work was 
carried out by R. L. Vaught who proved Theorem 3 with the corollaries 
given below. The idea of the present proof is due to S. Feferman (see 
S. Feferman and R. L. Vaught [1]). 

Proof of Theorem 3. Let r be associated with the partitioning se­
quence ,=<ct>, 8o, ••• , 8m> (see Theorem 1 and Corollary 1). Step (4) 
combined with Remark 1 to Theorem 37.2, yields the following statement. 

There exist a natural number M, subsets qo, ... , qm of {O, ... , m}, and 
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sequences of nonnegative integers rok,· . " rmk, k=O,' . " M, such that r 
holds in ~ = T1 (~I liE I) if and only if for some ° ~ k ~ M, the set S( BI) 
has exactly rlk elements if i E qk and S( BI) has at least rlk elements if 
i ¢ qk' 

Let nk=rok+ ... +rmk and N =max {no,"" nM}' 
By the statement given above, we can find pairwise disjoint subsets 

X o," " Xm of I such that IXd =rik and Xi£S(Bi) for i=O,· ", m. Set 
1'=Xo u··.uXm. Obviously, 11'I=nk~N. Furthermore, if 1'£1"£1 
and ~ = T1 (~I liE J"), then S( BI ) for ~ has exactly r l

k elements if i E qk' 
since all the j E I for which BI holds in ~j are already contained in 1'. 
Similarly, if i ¢ qk' then S(BI ) for ~ has at least rik elements since we 
already have at least rl k elements in 1'. Thus, r holds in ~, completing the 
proof of Theorem 3. 

Corollary 1. Let ~o, ~l' •• " ~n' ... be structures of type r and let r be 
a sentence in L(r). If r holds in ~o, ~o X ~lt ~o X ~l X m2,· . " then r also 
holds in the infinite direct product mo x m1 x ... x mn x .... 

This statement was conjectured by J. Los who proved it for universal 
sentences. The following result is a generalization of Corollary 2 to 
Theorem 46.1. 

Corollary 2. Let K be an axiomatic class which is closed under the forma­
tion of direct products of two structures. Then K is closed under arbitrary 
direct products of nonvoid families of structures in K. 

Corollary 3. Let mi , i E I, be structures of type r. Then there exists a 

subset l' of I with 11'1 ~ max {No,o(r)} such that, for all l' £1"£1, 
T1 (mi liE 1") is elementarily equivalent to T1 (mi liE I). 

Proof. Let ~ = {r I r is a sentence in L( r) and r holds in T1 (ml liE I)}. 
By Theorem 3, we can associate with each r in ~ a finite subset I r' 
Obviously, l' = U (I r IrE~) satisfies the assumptions of Corollary 3. 

The ideas of the proof of Theorem 1 apply not only to direct products 
but also to a very wide range of product formations of algebraic systems, 
including weak direct products, restricted direct products, reduced direct 
products, and many other product formations not discussed in this book 
as, for instance, ordinal products, Hahn products, and cardinal sums. To 
get these generalizations, S. Feferman and R. L. Vaught take a system 
~ = <P(I); £, ro, r l , ... > to replace the Boolean set algebra where 
ro, r1 , ••• are arbitrary relations. Then, roughly speaking, they associate 
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with every acceptable sequence '=(Cl>, 8o,"" 8m> a relation on 
A= n (All i EI) by the rule: 

are in relation if 

Cl>(S(80 , t), .. " S(8m, t)) 

holds in~. 
The set A equipped with some of these relations they call a generalized 

product. In fact, step (1) of the proof of Theorem 1 shows that the direct 
product is a generalized product. The proof of Theorem 1 for generalized 
products is almost identical with the one given above except that step (1) 
is then trivial by definition. 

§48. SUBDIRECT PRODUCTS 

Sentences which are preserved under the formation of subdirect prod­
ucts were characterized by R. C. Lyndon [5]. The result is that every such 
sentence is equivalent to a special type of Horn sentence which one can 
build up by conjunction and universal quantification from formulas of the 
form <l> -'>- 0, where Cl> is a positive formula and 0 is an atomic formula. 

Another form of Lyndon's result is that if we are given an axiomatic 
class K and we form K l : subdirect products of structures in K, and K 2: 
elementary substructures of structures in K l , then K2=~*' where ~ is the 
set of all Horn sentences of the special type described above which hold in 
K. Lacking a simple proof of this result, we will deal in this section with a 
very special case of this situation, namely when K consists of a single 
finite structure of finite type. We will see that even this simple special case 
raises many unsolved problems. 

In this section, ~ will always stand for a fixed finite structure 
(IAI <No) of finite type (o(r) <w). If~ is a two-element Boolean algebra, 
a two-element distributive lattice, or a group of orderp (where p is a prime), 
then IPs(~) is the class of Boolean algebras, distributive lattices, ele­
mentary abelian p-groups (that is, groups in which every element is of 
order p), respectively. These and other examples suggest that IPs(~) is 
always an elementary class. However, this is not true in general (see 
Exercises). 

The purpose of this section is to give a sufficient condition on ~ for 
IPs(~) to be an elementary class; this is due to G. Gratzer [5]. 

A very convenient condition for ~ E IPs(~) is given in Theorem 21.7. 
However, the condition of Theorem 21.7 cannot in general be expressed 
by a first order formula. We need an extra condition in order to do that. 
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Definition 1. A simple existential sentence 'Y[ xo, ... , Xn -1] over 2\: is an 
existential sentence in the diagram language Lu(T) of 2\: whose matrix is a 
conjunction of formulas of the form fy(b o,· .. , bny -1) = b or of the form 

ry(bo,···, bmy - 1 ), where each bi , as well as b, is either an Xf' O~i<n, or a 
constant. (The notation 'Y[xo, ... , xn - 1] indicates that xo, ... , X n - 1 are all 
the variable8 which occur in 'Y; of cour8e, all are bound variable8.) We will8ay 
that 'Y[ xo, ... , Xn -1] holds in 2\: if it holds in the natural extension 2\:' of 2\: 
in Lu(T). 

If'Y[xo, ... , x n - 1 ] and 'Y'[xfo ' ..• , X fk _ 1 ] are 8imple existential sentences 

over 2\:, we say that 'Y implies 'Y' if {Xio' ... , Xfk_J S; {xo, ... , Xn -1} and 
whenever a sequence a E A w satisfies the matrix of'Y in 2\: it also satisfies the 
matrix of 'Y' in 2\:. 

In case 2\: is an algebra, we can think of'Y as a "set of equations" in the 
usual sense which holds in 2\: if "it can be solved" for the "unknowns" 

Definition 2. Let N be a nonnegative integer. The structure 2\: satisfies the 
condition (UN) if, whenever 'Y[ xo, ... , X7t -1] i8 a 8imple existential 8entence 
which does not hold in 2\:, then there exists a simple existential sentence 
'Y'[ Xfo' ••. , X fk -1] implied by 'Y which does not hold in 2\: either and k ~ N. 

For instance, if a set of equations over a field does not have a solution, 
then one can always derive from it the statement 0 = 1, proving that every 
finite field satisfies the condition (Uo). 

Lemma 1. Let 2\: be a finite structure satisfying condition (UN) for some 
nonnegative integer N. Let ~\ and )S2 be finite partial algebras and let )S1 

be a relative s1tbalgebra of )S2. Finally, let fP be a homomorphi8m of )S1 onto 
2\:. Then fP can be extended to )S2 if and only if it can be extended to all )Sa 

with B 1S;Bas;B2 and IBa-B11 ~N. 

Proof. The "only if" part is trivial. To prove the "if" part, let 
B2 - B1 = {do, ... , dn -I}. Take all equalities fy(co, ... , Cny -1) =c and rela­

tions ry(co,···, cmy - I ) with Ci ' c E B2 which hold in )S2. Substitute every 
d f which occurs by Xi and every bE B1 by bfP E A. Take the simple existen­
tial sentence 'Y[ xo, ... , Xn -1] whose matrix is the conjunction of all these 
formulas. Obviously, 'Y holds in 2\: if and only if fP can be extended to )S2. 

If there were no such extension, then 'Y would not hold in 2\: and thus, by 
condition (UN)' 'Y would imply a 'Y1[Xio '···' X ik _ 1] with k~N. Then take 
Ba = BI U {dio ' •.• , dfk _,} and we get that fP has no extension to )Sa, 

contrary to our assumption. This completes the proof of Lemma 1. 
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Theorem 1. If the structure K satisfies condition (UN)' then, in Theorem 
2l.7, it suJ!ices to consider those ~2 that satisfy IB2 -BI I ~N. 

Lemma 2. Let 2l be a finite structure. Then there exists a first order 
formula <1>,(xO,' . " x,_l) which is free in Xo, .. " X,_I such that if ~ is a 
partial algebra, B={bo,' . " b,_l }, then <1>,(bo,' . " b,_l ) holds in ~ if and 
only if there exists a homomorphism <1> oj ~ onto 2l with borp = bl rp. 

Proof. Let A ={ao," " am-I}' <1>, can be described as follows: There 
exist elements Yo 0 , •• " y? -1> .• " y'(f -1, .. " yr--l such that 

{yoo"'" Y?-l},· ~', {y'(f-1,"" yr_-ll} 

form a partition; Xo and Xl belong to distinct classes under this partition; 
the partition is a congruence relation; and, finally, the mapping y/ -+ aj is 
a homomorphism. 

Since we have a finite number of operational and relational symbols and 
A is also finite, these conditions can easily be expressed by first order 
formulas. 

Using similar ideas, but a slightly more difficult argument, one can 
construct a first order formula which will hold for the elements of a finite 
structure ~2 with a given substructure ~l if and only if ~l has a homo­
morphism onto 2l which can be extended to a homomorphism of ~2 
onto 2l. 

These remarks, combined with Lemma 2, give our final result. 

Theorem 2. Let 2l be a finite structure which satisfies condition (UN) for 
some nonnegative integer N. Then IPs(2l) is an elementary class. 

EXERCISES 

1. (L. A. Henkin [5]) A class K of structures has the finite persistence 
property if for every elementary class M satisfying (i) MilK ¥- 0, (ii) 
if2l EMil K, and ~ E K is an extension of2l, then ~ EM, we have that 
MilK contains a finite structure. K has the finite embedding property if 
for every 2l E K, every finite relative substructure of 2l can be embedded' 
in a finite structure in K. Prove that the finite persistence property implies 
the finite embedding property. 

2. (L. A. Henkin [5]) If K is an axiomatic class which has the finite embed­
ding property, then K has the finite persistence property. 

3. Prove that the class of Boolean algebras has the finite persistence property. 
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4. Prove that the class of abelian groups has the finite embedding property 
(L. A. Henkin [2]) and therefore the finite persistence property (A. 
Robinson [I)). 

5. The class K of well·ordered sets has the finite embedding property but not 
the finite persistence property. Therefore, K is not axiomatic. 

6. Let ~o and ~l be existential sentences. Then there exists an existential 
sentence ~ with ~OV~l _ ~. 

7. For a class K of structures of type 1", the condition that K is closed under 
isomorphisms, prime products, and extensions and K ( 1") - K is closed 
under prime powers, is equivalent to K = :E*, where:E is a set of existential 
sentences. 

8. Prove that K is an elementary universal class if and only if K is both an 
elementary and a universal class. 

9. Let ~(xo,···, x,,-l) be a positive formula free in xo,···, lln-l> ~, 58 
structures, <p: A ->- B a homomorphism. If ~(ao,···, an _ tl in ~ for 
ao,···, an-l E A, then ~(ao<p,···, a,,-l<P) in 58. 

10. Let K be an axiomatic class and form the class Kl of homomorphic 
images of structures in K, the class K2 of extensions of structures in K 1 , 

and the class Ks of elementary substructures of structures in K 2 • Then 
Ks =:E*, where :E is the set of all positive existential sentences which hold 
inK. 

11. A sentence ~ is preserved under ~tensions and homomorphisms if and 
only if it is equivalent to a positive existential sentence. 

12. Formulate and prove the analogue of Corollary 4 to Theorem 43.1 for 
Theorem 43.2. 

13. Find an axiomatic class K such that the class Kl of all extensions of 
structures in K is not an axiomatic class. 

14. Find structures ~ and 58 such that ~ is an abridgment of 58 but ~ is not 
a derived structure of 58. 

15. Prove the corollary to Definition 44.2. 
16. Prove the Normal Form Theorems for G.A. sets. 
17. Do we get the Normal Form Theorems if we drop one of the conditions of 

Definition44.1 ? 
18. (H. J. Keisler [I)) Let K be a class of structures, , and l§ be G.A. sets. If 

, <;;. 'VDl§, then an '-homomorphic image of a l§-substructure of a struc­
ture in K is an '-abridgment of a structure in K. 

19. (H. J. Keisler [I)) If the G.A. set' contains existential formulas only, 
then every' -abridgment is an' -homomorphic image of a substructure. 

20. Prove Theorems 44.1-44.4. 
21. Specialize Theorem 44.3 to' = L( T). Show that this special case yields 

Ex. 6.59. 
22. (H. J. Keisler [1]) Let K be an axiomatic class,' a G.A. set, and Kl the 

class of all 3B:F-substructures of structures in K. Prove that ~o E K if 
and only if there exist structures ~l and ~2 such that ~l E K, ~o is an 
'-substructure of ~1' ~1 is an '-substructure of ~2' and ~o is an ele­
mentary substructure of ~2-
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23. (H. J. Keisler [1]) Generalize Theorem 45.2 for closure under :F-union, 
which means that if m:, e K, i < w, m:, is an :F -substructure of m:, + 1, m: is the 
union of the m:, and all m:, are :F -substructures of m:, then m: e K. 

24. Show that the condition" and all 21, are :F -substructures of m:" in Ex. 23 
is not implied by the other conditions. 

25. (H. J. Keisler [I)) Generalize Theorem 45.3 and its corollaries to 
:F -homomorphisms. 

26. K is a universal class if and only if P p(K) <;;;. K and IS(K) <;;;. K. 
27. ISPp(K) is auniversal class. 
28. (R. Fraisse [5]) Let K be an elementary universal class of relational 

systems of type T. Then there are finite relational systems m:o,' ", m:n- 1 

such that m: e K if and only if no m:, is isomorphic to a subsystem of m:. 
29. (R. Fraisse [5]) Show that if m:o,···, m:n- 1 are finite relational systems, 

then the class K of all relational systems into which no m:, can be embedded 
is an elementary universal class. (For n = 1, this is due to A. Tarski [3].) 

30. Generalize Ex. 28 and 29 to structures. 
31. Characterize elementary universal classes by Pp , and S, and I. 
32. (A. Horn [1]) Find all universal sentences CI> such that if CI> holds for 

m:o x ... x m:n -1' then CI> holds for all m:, 
33. Replace "for all" by "for some" in Ex. 32. 
34. (A. Horn [1]) Find all universal sentences CI> such that CI> holds for 

m:o x ... x m:n -1 if and only if it holds for all 21,. 
35. Replace "for all" by "for some" in Ex. 34. 
36. Do we have to use some form of the Axiom of Choice in the proof of 

Lenuna 46.1? (No!) 
37. Prove Corollary 2 to Theorem 46.1 using Theorem 19.4. 
38. Prove that in the proof of Theorem 46.3 we could take T = <2> and CI> to 

be a universal-existential sentence. 
39. Use Ex. 6.14 to extend the result of §47 to weak direct products. 
40. (S. Feferman and R. L. Vaught [I)) Let <I; ~> be a chain and suppose 

that <A,; ~ > are also chains for i e I. Define ~ on n (Ad i e I) by: f < g 
iff(i) <g(i) for some i e1 andf(i/)=g(i/) for all i' <i. Then 

is called the ordinal product of the m:,. Prove the result of §47 for ordinal 
products, using the algebra $*(1)= <P(1); u, n, I, ~>. 

41. Let the m:, be graphs for i e I. Following G. Sabidussi, define the product 
by taking n (A, I i e I) and requiring that f, g e n (A, I i e I) are con­
nected by an edge if for some i E 1,f(i) and g(i) are connected by an edge 
andf(i/) = g(i/) for all i' #- i. Prove the results of §47 for this product. 

42. Let Q{ be the two element Boolean algebra. Does 21 satisfy (U 2) ? 
43. Let 21 be the n element chain as a distributive lattice. Does 21 have (Un)? 

(See F. W. Anderson and R. L. Blair, Math. Annalen 143 (1961),187-211.) 
44. Let 21 be a group of order p (p is a prime). Does 21 have (Uo)? 
45. Let 21 be a finite field. Does 21 have (Uo)? 
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46. Let ~=(A;f) be of type (I), where A={O, 1},f(O)=I,f(I)=O. Does ~ 
have (U .. ) for some N? 

47. Write down the formulas needed in the proof of Lemma. 48.2. 
48. Prove Theorem 21.6 'using the compactness theorem (R. C. Lyndon). 
49. Let K={~o,"" ~"-1} and suppose that each ~I has (UN)' Then IP8(K) 

is an elementary class. 
50. Show that IP8(~) is an elementary class, if ~ is the algebra given in Ex. 

46. 
51. Let ~ be an algebra with IAI> Ko. Then IP8(~) is not an axiomatic 

class. 
52. Let ~ be w + w* + w as a lattice, where w* is the dual of w. Show that 

IP 8(~) is not an axiomatic class. 
53. Show that Ex. 49 cannot be extended to countably many algebras. 
54. Let ~ be a field with IA I ;;:; Ko. Show that there is no axiomatic class K and 

cardinal m such that 58 e K and 58 e IP8(~) are equivalent if IBI;;:; m. 
(This settles Problem 5 of G. Gratzer [5], raised by R. C. Lyndon.) 

55.t Let ~=(A; +) be defined by A={O, 1,2},x+x=0 for all xeA, and 
x+y=x, for all x, yeA, x#y. Let BS;;A'" be defined by: 
fe B if and only if {nlf(n)#O} is finite, f(0)#2, and f(O)= I implies 
thatf(n) = I for at most one n# O. 

Then 58 is suba.lgebra of ~ ... 
56. Let ~ and 58 be given as in Ex. 55. Prove that 58 e IP8(~)' (Hint: let 

f= (1,0,0, ... ), g= (0,0,· .. ). Then there is no homomorphism tp of 58 
onto ~ withjtp#gtp.) 

57. Let ~ be given as in Ex. 55. Prove that ~ E (P8(~»** if and only if for any 
positive integer n, the following condition holds: 

For all x, YEO with x # y, there exists a z eO, such that for all xo, .. " 
X .. -1 EO the relative subalgebra ({x, y, z, Xo, .. " x .. -i}; +) has a homo­
morphism tp onto ~ such that xtp # ytp and {x, y, z}tp=A. 
(A similar statement holds for any finite algebra ~.) (Hint: Form a 
suitable prime limit of ~ and apply Theorem 21. 7 .) 

58. Let ~ be given as in Ex. 55. Then IP8(~) is not an axiomatic class. (Hint: 
Combine Ex. 55-57 to prove that 58 e P8(~)** -IP8(~)' where 58 was 
given in Ex. 55.) 

59. (A. Robinson [2]) An axiomatic class K is convex if~, 58 are substruc­
tures of~, ~, 58,~, E K, A 11 B = D # 0, imply that 'l) E K. Prove that if 
K is convex, then K is closed under chain union. (A complete description 
of convex axiomatic classes is given in M. O. Rabin [3].) 

60. (M. O. Rabin [3]) Prove that a convex axiomatic class is closed under 
complete nonvoid intersections. 

61. Let Il>(x) be a formula free in x and K an axiomatic class. If Il>(x) is pre­
served under the formation of subalgebras, homomorphic images and 
direct products, then there is a universal formula 'F(x) free in x, such that 

:E 1= (x)(ll>(x) ~ 'F(x». 

t Ex. 55--58 are due to R. McKenzie (unpublished). 
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PROBLEMS 

71. Let ~ and f§ be G.A. sets. Under what conditions are the corresponding 
homomorphism and subalgebra concepts equivalent? 

72. Let ~ be a G.A. set. Under what conditions is every ~-abridgment a 
derived structure? 

73. Which first order properties are preserved under free products? 
74. Which sentences «l have the property that the substructures satisfying «l 

of a structure ~ form a sublattice of the lattice of all substructures of ~ ? 
75. Let T be the type oflattices. Which sentences in L(T) are preserved under 

the formation of the lattices of all ideals of a lattice? 
76. Let ~ be a finite lattice. Find conditions on ~ under which if ~ is iso­

morphic to a sublattice of ~(£), then ~ is isomorphic to a sublattice of £. 
(See G. Gratzer [14].) 

77. Let ~ be a finite structure with o( T) < w. Find necessary and sufficient 
conditions for IPB(~) to be an elementary (axiomatic) class. 

78. What can be said about IP B(~) if either o( T) ~ W or IA I ~ No? 
79. Let K={~o, ~1,···, ~n""}, where each ~I satisfies (UN)' Under what 

conditions is IP B(K) axiomatic? 



CHAPTER 8 

FREE I-STRUCTURES 

Given a set ~ of ·first order sentences, concepts of ~-substructure and 
~-homomorphism will be defined which reduce to the classical concepts 
if ~ is universal. ~-substructures and ~-homomorphic images always satisfy 
~. In terms of these concepts we define free ~-structllres. §51 contains the 
uniqueness theorem; this was trivial in the classical case, but for free 
~-structures it is a consequence of the compactness theorem. In §52 we 
examine the connections among the assertions of the existence of free 
~-structures on different numbers of generators. Construction of free ~­
structures is discussed in §53, and in §54 we discuss the problem of when 
it is possible to define free ~-structures in terms of the classical concepts, 
possibly over a richer language. In this chapter ~ (and the type) will be 
kept fixed unless otherwise specified; we always assume that every <I> E ~ 

is given in a prenex normal form. A ~-8tructure is a structure satisfying~. 
Most of the results of this chapter were published in G. Gratzer [3], [10], 
and [11]. 

§49. l:-INVERSES AND l:-SUBSTRUCTURES 

If~ is universal, then every substructure of a ~-structure satisfies~, so 
there is no problem: a ~-substructure can be defined as a substructure. 
As an example of a set of sentences which is not universal, let us take ~1 
which defines lattices as partially ordered sets: 

<1>1: (x)(y)(z)(((x ~ y 1\ Y ~ x) +-+ x = y) 1\ ((x ~ Y 1\ Y ~ z) _ x ~ z)) 

<1>2: (x)(y)(3z)(u)(x ~ z 1\ Y ~ Z 1\ ((x ~ u 1\ Y ~ u) _ Z ~ u)) 

<1>3: (x)(y)(3z)(u)(z ~ x 1\ Z ~ Y 1\ ((u ~ X 1\ U ~ y) _ u ~ z)). 

Then a sublattice of <L; ~ > is not any sub-partially ordered set <H; ~ > 
satisfying ~l> but it has the additional property that if x, y E H, then the 
Zl required by <1>2 and the Z2 required by <1>3 are also in H. 

In this example x and y uniquely determine z in <1>2 and <1>3. What should 
we do if this is not the case 1 Let us consider ~2 which defines comple­
mented lattices with 0 and 1: 

300 
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<1>1: (X)(y)(Z)(XVX=X /\ X"X=X /\ x vy=yVx /\ 

x"y=y"X/\ xV(yVZ)=(xVy)VZ /\ X,,(y"Z) 

= (X" y) "Z /\ X V (X" y) = X /\ X" (X V y) = X), 

<1>2: (x)(3y)(x V y = 1 /\ X" Y = 0). 

301 

Set L={0,I,Pl'P2,Pa}. Pi V p,=1 and Pi" p,=O if i-:f.j. If 
<H; V, ",0, I) is a substructure of 2 satisfying ~2 and PI E H then, by 
<l>2,P2,orPaEH.Thus<{pI>P2'0, I}; V, ",O,I)'({Pl,Pa,O, I}; V, ",0, I) 
and 2 are the substructures of 2 satisfying ~2 which contain Pl' 

Now any good substructure concept should have the property that every 
subset B is contained in a smallest substructure of that kind. By sym· 
metry, in the above example, the substructure generated by {PI} has to be 
2. That is, along with x, the substructure has to contain all y required by 
<1>2' This leads us to the concept of~·substructure: 58 is a ~·substructure 
of ~, if 58 is a substructure, and if whenever xo, .. " Xn -1 E B and there 
is a <I> E ~ whose prefix begins with (xo) ... (xn_l )(3y) .. " then all YEA 
satisfying <I> are in B. To illustrate this take the following two axioms: 

(x)(3y)'1'\(X, y) 

(x)(3y)(u)(3v)'Y 2(X, y, u, v) 

where 'Y 1 and 'Y 2 do not contain quantifiers. 

(1) 

(2) 

For (1) this definition means that if a E B, bE A and 'Yl(a, b), then 
b E B. For (2) this means that if a E B, b E A and 

(u)(3v)'Y 2(a, b, u, v) holds in ~, (3) 

then b E B and furthermore if for a, c E Band d E A there exists abE A 
such that (3) holds and 'Y 2(a, b, c, d), then dEB. 

A <I> sequence for (1) means a, b with 'Yl(a, b); a <I> sequence for (2) will 
be a, b, c, d satisfying (3) and 'Y2 (a, b, c, d). 

To give a rigorous definition of ~·substructure first we have to define 
the concept of inverse. 

Definition I. Let <I> E ~ be of the following form: 

(xo)··· (xno-l)(3Yo)(xno)'" (Xn1 - l )(3Yl)'" (3Yk)(Xnk)'" (xn- l ) 
'Y(xo,' . " xno -I> Yo, xno '" " Xn1 - l ' Yl>' ", Yk' xnk,' . " Xn-l), (4) 

where O~nO~nl~'" ~nk~n; O=no 'nUlans that no universal quantifier 
precedes 3yo, no = nl means that there is no universal quantifier between 
3yo and 3y l' and so on; nk = n means that no universal quantifier follows 
3Yk; 'Y contains no quantifiers. Set e(<I»=k+l. The concepts of <I>-l inverse 
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and <D-lsequence are defined for all 0 ~ 1 < e(<D) by induction on 1. Let ~ be a 
r.-structure, ao, av ... and bo, bv ... E A. 

(i) bo is a <D-O inverse of ao, ... , ano -1 in ~ if 

(Xno)· .. (xn1 -d(3Y1)··· (3Yk)(Ink )··· (Xn-1) 

'Y(ao,···, ano - 1' bo, xno ,···, Xn1 - 1' Yv···, Yk' Ink'···' Xn- 1) 

holds in ~; in this case, ao, ... , ano -1' bo is a <D-O sequence; 

(ii) bl is a <D-l inverse ofao,···,an,-1 in ~ if there exists a <D-(l-l) 
sequence ao,· .. , ano -v bo,·· ., an, _1 - 1, bl_1 such that 

(xn, )· .. (xn,+1-1)(3YI+1)··· (3Yk)(Xnk)·· . (Xn-1) 

'Y(ao, ... , ano -v bo, ... , an, _1 -1' bl_1, ani_I' ... , an, -1' bl, 

xn, ,· .. , Xn, +1- 1' YI+1'· .. , Yk' Xnk' ••• , Xn-1) 

holds in~. Then, ao,···, ano - 1' bo,···, an, _1 - 1, bl _ 1, ani_I'···' anl - 1,bl is 
a <D-lsequence. 

<D-inverse will mean <D-l inverse for some 1 < e( <D) and r.-inverse will mean 
<D-inverse for some <D E r.. 

Note that in (ii) bj is a <D-i inverse of ao, ... , an,-v for 0 < i ~ 1. 
Most proofs of statements on inverses can be carried out only by 

induction on 1 as in Definition 1, which is sometimes technically involved. 
Therefore, we will work out the proofs only for sentences of the forms (1) 
and (2) and leave the details of formal proofs to the reader. 

Lemma 1. For every <D Er. and l<e(<D) there exists a formula 
<D[I](xo,· .. , y) in L(T) such that for a r.-structure ~ and ao,· .. , b E A, b is 
a <D-l inverse of ao, ... if and only if <D[I](ao, ... , b). Furthermore, there 
exists a formula <D(I)(xo, ... , Xno -1' Yo, ... , Xn, -1' YI) in L( T) such that if ~ 
is a r.-structure and ao, ... , ano -v bo, ... , an, - 1 , bl E A, then ao, ... , ano -1' 
bo, ... , ani -1' bl is a <D-l sequence in ~ if and only if 

in ~. 

Proof. If <D is of the form (1) then <D[ol(x, y) == 'Y 1 (x, y) == <D(O)(x, y). If <D 
is of the form (2), then <D[ol(x, y) == (u)(3v)'Y 2(X, Y, u, v) and 

<D[11(xo, Xl' y) == (3z)(<D[ol(xo, z) 1\ 'Y2(XO, Z, Xl' y». 

Furthermore, <D(O)(x, y) = <D[ol(x, y) and 

<D(1)(xo, Yo, Xv Y1) == <D(O)(xo, Yo) 1\ 'Y 2(xO' Yo, Xv Y1)· 

Now, we are ready to define our substructure concept. 
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Definition 2. Let m be a ~·structure and let lB be a substructure of m. Then 
lB is a ~·substructure of m if whenever ao, ... , at E B, b E A and b is a 
~·inverse of ao, ... , at in m, then b E B. 

The most important property of ~·substructures is the following: 

Theorem 1. Let m be a ~.structure, and let lB be a ~·substructure of m; 
let <I> E ~ and l< e(<I». If ao, .. " bo, ... E B and 

in m, then it also holds in lB. 

Proof. This is trivial if <I> is of the form (1). Let <I> be of the form (2) 
and <I>(O)(ao, bo) in m; that is (u)(3v)'f 2(aO, bo, u, v) holds in m. If c E B 
there exists a dE A with 'f2(ao, bo, c, d). Now <I>(O)(ao, bo) implies that d is 
a <1>-1 inverse of a and c, whence dEB. This proves that <I>(O)(ao, bo) in lB. 
<I>(l)(ao, bo, a 1 , b1 ) can be handled similarly. 

Corollary 1. Under the same conditions as in Theorem 1, if 

<l>1lJ(ao, ... , an, -1' b) 

in m, then it also holds in lB. 

Corollary 2. A ~·substructure of a ~·structure is again a ~·structure. 

Lemma 2. Let m be a ~·structure and let lB be a ~·substructure of m. Let 

(£ be a ~·substructure of lB. Then (£ is a ~·substructure of m. 

Remark. By Corollary 2 to Theorem 1, lB is a ~·structure. 

Proof of Lemma 2. Let ao,·· " at E C, and bE A and let b be a ~. 
inverse of ao, .. " at. Then b E B, since lB is a ~·substructure. By Corollary 
1 to Theorem 1, b is a ~·inverse of ao, .. " at in lB, whence b E C, since Q: is 
a ~·substructure of lB. 

Lemma 3. Let m be a ~·structure and 0 =1= H ~ A. Then there exists a 
smallest ~·substructure lB with H ~ B. 

Proof. Obvious, since the intersection of ~·substructures is again a 
~·substructure, provided it is not void. 

We will set B=[H]l: and we will say that H ~·generates lB or H is a 
~·generating set of lB. 
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Lemma 4. Let ~ be a ~-structure, 0 =FH~A. Set Ho=H, lIn - l = 
{a I a E A and a=p(ao, ... , ak- l ), where p is a polynomial and ao, ... , ak-l 
E H n- l}, Hn =lIn - l U {a I a E A and there exist bo, ... , bt E lIn_lsuch that 
a is a ~-inverse of bo, ... , bt in ~}. Then 

[H]l: = U (HjIO ~ i < w). 

Proof. Hn~[Hh can be proved by induction on n, so we get 

U (Hd ° ~ i < w) ~ [Hh· 

It is routine to check that < U (Hj I 0 ~ i < w); F, R) is a ~-substructure, 
80 we get equality. 

A useful criterion for a E [Hh can be given in terms of ~-polynomials. 

Definition 3. Let n be a positive integer. The set P n(~) of n-ary ~-poly-
nomial symbols is defined by rules (i)-(iv) below. 

(i) XjEPn(~)' i=O, ···,n-l; 
(ii) if Po, ... , Pny - l E Pn(~)' then fy(Po, ... , Pny - l ) E P n(~),for y< 0o( r); 

(iii) if <l>E~, l<e(<I», nz universal quantifiers precede 3Yl and Po, ... , 
Pnl - l EPn(~)' then <I>{l}(Po, ... , Pnl - l ) E Pn(~); 

(iv) P n(~) is the smallest set satisfying (i)-(iii). 

Definition 4. Let PEP n (~), let ~ be a ~-structure, and let ao, ... , an _ lEA. 
Then P~(ao,···,an_l) (or, simply P(ao,···,an-d) is a subset of A 
defined as follows.-

(i) ifP=xj, then P(ao, ... ,an-l)={aj}; 
(ii) if P=fy(Po, ... , P ny - l ), then 

P(ao, ···,an- l ) = {ala =fy(bo, ... ,bny_l)forsome 
bj E Pj(ao,···, an-l), i = 0, ... , ny-I}; 

(iii) if P= <I>{l}(Po, ... , Pnl - l ), then 

P(ao, ... , an -1) = {a I a is a <I>-l inverse of some bo, ... , bnl - l with 
bt E Pj(ao, ... , an-I), i = 0, ... , nl-I}. 

P~ is called a ~-polynomial (over ~). 

Lemma 5. Let ~ be a ~-structure, 0 =F H ~ A. Then a E [H]}; if and only 
if for some positive integer n, PEP n(~)' and ho, .. :, hn- l E H we have 
a E P(ho, ... , hn- 1 ). 

Proof. If a E [Hb then by Lemma 4, a E Hi for some i < wand then the 
proof of a E P(ho, ... , hn- 1 ) proceeds by an easy induction on i. Con-
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versely, if a E P(ho,"" hn- 1 ), then we can prove that a E HI for some i, 
by induction on the "rank" ofP. 

Corollary. Let ~ be a l;-structure, and let 58 be a l;-substructure of~. Let 
PEPn(l;),bo,···,bn_1 EB. Then PQl(bo,···,bn_1)s.B. 

The following two lemmas will be used frequently. 

Lemma 6. Let PEP n(l;). Then there exists a formula rp(xo, ... , Xn -1' y) 
in L('7") such that if ~ is a l;-structure and a o,"', an-I' b EA, then 
bE P(ao, ... , an-I) if and only if rp(ao, ... , an-I> b) in ~. 

Lemma 7. Let ~ be a l;-structure, let 58 be a l;-substructure of ~ and 

let P E Pn(l;). If ao,"', an-I, b E B and bE PQl(ao,"" an-I)' then 
bEPlB(ao,···,an_l)' In other words, if rp (ao,···,an_1,b) in ~, then 
rp(ao, ... , an-I, b) in 58. 

Lemma 6 and Lemma 7 follow from Lemma I by an easy induction. 

§50. ~·HOMOMORPHISMS AND SLENDER ~.SUBSTRUCTURES 

The example oflattices as partially ordered sets (see §49) shows that the 
usual concept of homomorphism may not preserve algebraic properties, 
e.g., the homomorphic image of a lattice may not be a lattice or the 
homomorphic image of a distributive lattice may be nondistributive. 
Therefore, we need a homomorphism concept which preserves the inverses. 

Definition 1. Let ~ and 58 be l;-structures and let rp be a mapping of A 
into B. Then rp is caUed a l;.homomorphism if rp is a homomorphism, and if 
for any positive integer n, PEP n(l;), and ao, ... , an -1 E A we have 

P(ao,' .. , an- 1 )rp = P(aorp,·· ., an-lrp). 

It should be emphasized that a l;.isomorphism is simply an isomorphism. 
Of course, one can give an equivalent definition without the use of 

l;-polynomials. 

Lemma 1. Let ~ and 58 be l;·structures and let rp be a mapping of A into 
B. Then rp is a 'f..homomorphism if and only if the following conditions are 
satisfied: 

(i) rp is a homomorphism; 
(ii) if fJ> E l;, 1 < e(fJ», b, ao, ... , at E A and b is a fJ>-l inverse of ao, ... , at 

in ~ then brp is a fJ>-l inverse of aorp, ••• , alrp in 58; 
(iii) if fJ> E l;, l< e(fJ», ao,' .. , at E A, bE B and b is a fJ>-l inverse of 
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aoq>, ... , atq> in m, then there exists abE A such that b is a cI>-l inverse of 
ao, ... , at and bq>=b. 

Proof. Let q> be a ~-homomorphism. Then (i) is satisfied by definition. 
Condition (ii) and (iii) follow easily by taking P = cI>{l)(xo, ... , It) and apply­
ing the definition of~-homomorphism. Conversely, if (i)-(iii) are satisfied, 
then we prove P(ao,···, a,,_l)q>=P(aoq>,···, a,,-lq» by induction. If 
P=Xj, the statement is trivial. If P=fy(Po,· .. , P"y-1)' then it follows 
from (i). If P = cI>{l)(P 0, ... , P "1- 1)' it follows from (ii) and (iii). 

Some obvious properties of~-homomorphisms are given in the following 
lemmas. 

Lemma 2. Let m and m be ~-structures, and let q> be a ~-homomorphism of 
minto m; set C = Aq>. Then @: is a ~-substructure of m. 

Lemma 3. Let m, m, and @: be ~-structures, let q> be a ~-homomorphism of 
minto m, and let'" be a ~-homomorphism of minto @:. Then q>t/J is a ~­
homomorphism of minto @:. 

A property of homomorphisms (which is very important in proofs con­
cerning free algebras) fails to hold for ~-homomorphisms. Namely, if q> 
is a ~-homomorphism of minto @: and m is a ~-substructure of m, then 
q>B is not necessarily a ~-homomorphism of minto @:. Let bo, ... , b"-l E B, 
P E P,,(~); it then follows from the corollary to Lemma 49.5 that 
P~(bo,···, b"_l)s;B and from Corollary 1 to Theorem 49.1 
that P~(bo,··· , b" -1) s; Pj8(bo, ... , b" _ d. Whenever P~(bo,···, b"_l) #= 
Pj8(bo,· .. , b"-l)' we find that q>B is not necessarily a ~-homomorphism. 
This leads us to the definition of slender ~-substructures. 

Definition 2. Let m be a ~-substructure of the ~-structure ~l. Then m is 
called a slender ~-substructure if for any positive integer n, PEP ,,(~) and 
ao,···, a,,-l E B, we have that P~(ao,···, a,,_l)=Pj8(ao,···, a"-l). 

Lemma 4. Let m be a ~-substructure of a ~-structure m. Then m is 
slender if and only if for cI> E~, l < e(cI» and b, ao, ... , at E B we have that 
b is a cI>-l inverse of ao, ... ,at in m implies that b is a cI>-l inverse of 
ao, ... , at in m. 

The proof is again a simple induction based on Definition 49.3. 

Lemma 5. Let m be a ~-substructure of a ~-structure m. The following 
conditions on m are equivalent: 

(i) m is slender; 
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(ii) if (£ is any ~·structure and cp is a ~.homomorphism of m: into (£, then 
CPB is a ~.homomorphism of 58 into (£; 

(iii) if (£ is any ~·structure and cP is a ~.homomorphism of (£ into 58, then 
cP is a ~.homomorphism of (£ into m:; 

(iv) if (£ is any ~·structure and cp is a ~.homomorphism of (£ onto 58, then 
cP is a ~.homomorphism of(£ into m:; 

(v) cP: x ~ x is a ~·homomorphism of 58 into m:. 

Proof. The following implications are obvious: (i) implies (ii), (iii), (iv) 
and (v); (iii) implies (iv); (iv) implies (v) (58=(£); (ii) impiies (v) (m:=(£). 
Thus it suffices to prove that (v) implies (i); indeed (v) implies that 
P)8(bo,· .. , bn-1)cp=Pm(bo,· .. , bn - 1 ) (bo,· .. , bn - 1 E B), that is, 58 is 
slender. 

Lemma 6. Let 58 be a slender ~-substructure of a ~-structure m:. Then the 
following conditions hold: 

(i) Let (£ be a~.structure, and let cP be a ~-homomorphism of(£ intom: with 
Ccp ~ B; then cP is a ~-homomorphism of (£ into 58; 

(ii) let (£ be a ~-substructure of m: with C s. B; then (£ is a ~-substructure 
of 58; 

(iii) let H s. B; then [H]l) in m: equals [H]l) in 58. 

The proofs are trivial. 

§51. FREE ~-STRUCTURES AND THE UNIQUENESS THEOREM 

Now we are ready to define free ~-structures. 

Definition 1. Let a be an ordinal. ih(a) is the free ~·structure with a 
~-generators, if the following conditions are satisfied: 

(i) ih(a) is a ~-structure; 
(ii) ih(a) is ~-generated by the elements xo, ... , x y, ... (y < a); 

(iii) if m: is a ~-structure and ao,···, ay, ••• E A for y < a, then the 
mapping cp: Xy ~ ay , y < a can be extended to a ~.homomorphism ip of 
~·h(a) into m:. 

Remark. The ~-homomorphism ip in (iii) need not be unique. Indeed, 
let o( T) = 0 and let ~ consists of the following two axioms: 

(x)(y)(z)(u)(x = y v x = z v x = u v y = z v y = u v z = u) 

(x)(3y)(3z)(x ¢ y 1\ x ¢ z 1\ Y ¢ z). 
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Then a ~-structure is a 3 element set. Let A = {ao, av a2}, B = {bo, bv b2}. 
Then m:=ih(l), e.g., ao is a free ~-generator. The mapping cp: ao ~ bo has 
two extensions to a ~-homomorphism of m: onto ~, namely, ao ~ bo, 
a1 ~bv a2~b2 and ao~bo, a1 ~b2' a2~bl' 

Most of the difficulties in the theory of free ~-structures come from this 
fact. 

The theory of free ~-structures is based on the following result which, 
in a certain sense, is a substitute for the uniqueness of if. 

Theorem 1. Let us assume that ~I:(n) exists. Then every PEP m(~) with 
m ~ n is "bounded", that is there exists a least positive integer kp such that if 
m: is a ~-structure, ao,' . " am- 1 E A, then 

Proof. Let us assume that Theorem 1 is not true. Then there exist 
PEPm(~) with m~n, ~-structures m:1 ,m:2,··· and aot, .. ·,a~_lEAt 
(t= 1,2, ... ) such that 

(t = 1, 2, ... ). 

Statement. Under these conditions, for every cardinal m, there exists a 
~-structure m: and there exist ao, ... , am -1 E A such that 

Proof of the Statement. Let a be the initial ordinal of cardinality m 
and -r' = -r EB (a+ m); that is, we get the type -r' by adjoining the constants 
kO(t)"", ko(t)+y,"" y<a+m to -r. Set lo=ko(t)+a,"" Im - 1 =ko(t)+a+m-l 

and let us write ky for kO(t) + Y' Y < a. 

Let H be a finite set of ordinals < a; we define a sentence <D H of L( -r') as 
follows: 

<DH = A (rp(lo, .. " 1m- I , ky) lYE H) A A (ky ¢ k61 y, 8 E H, y "# 8), 

where rp is the formula in L(-r) which was defined in Lemma 49.6. 
Let 0 be the set of all <DH. We claim that there exists a structure m:' 

satisfying ~ U O. By the compactness theorem (Theorem 39.2), it suffices 
to show that ~ U 0 1 has a model for all finite 0 1 £ O. Let 

0 1 = {<DHo "'" <DHt_J 

and set H =Ho U ... U H t - 1• Since <DH 1= <DH" i=O, .. " t-l, it is suffi­
cient to show that ~ U {<DH} has a model. Let H ={yo, .. " y.-l}' Let m:.' 
be the structure that we get from m:. by interpreting It as at' (i=O,' . " 
m-l) and kyO" . " k YS _ 1 as distinct elements of P(ao', .. " a:"-l); we can 
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do that since I P(ao', ... , a~ -1) I ~ s; let us interpret ky, y;6 Yo, ... , y. -1 in 
an arbitrary manner. It is obvious then that 'l{s' satisfies ~ U {<l>H}' 

Now let 'l{' be a model of~ u Q. Let ao, ... , am- 1 be the interpretations 
oflo, ... , 1m -1 and let bo, ... , by, ... be the interpretations ofko, ... , ky, ... 
for y < IX. Then 

and by ;6b6 if y, Ik IX and y;6 8. Thus IP(ao, ... , am -l)1 ~ m. Therefore the 
T-reduct 'l{ of 'l{' satisfies the requirements, concluding the proof of the 
statement. 

Let xo, ... , X n -l be the ~-generators of~l:(n). Set I P(xo, ... , xm - 1)1 =n. 
If 'l{ is any ~-structure and ao," ., am - 1 E A, then there exists a ~­
homomorphism q> of ih(n) into 'l{ with xoq>=ao,' .. , xm - 1q>=am- 1 ; thus 

P(xo,···,xm- 1 )q> = P(ao,···,am- 1 ) 

and therefore 

IP(ao,' .. , am-I)! ~ IP(xo,"" xm- 1 )1 = n. 

Take any cardinal m with n < m and apply the Statement with m. The 
arising contradiction concludes the proof of Theorem 1. 

Corollary. Let us assume that ih(n) exists. Let P E Pk(~)' and let'l{ be a 
~-structure, ao,"', ak - 1 EA. If there exist bo,"" bm- 1 E A with m~n 
such that 

then P(ao, ... , ak -1) is finite. 

Proof. Since ao, ... , ak -1 E [bo, ... , bm -lh, there exist 

such that 

i = 0"", k-1. 

Thus 

P(ao,' .. , ak - 1 ) S; P{po(bo," ., bm- 1 ),' .. , P k - 1 (bo,' .. , bm - 1 )) 

(where the right-hand side has its usual meaning) and the right-hand side 
is finite by Theorem 1. 

Theorem 2 (The Uniqueness Theorem). If the free ~-structure on IX 

generators, iYl:(a) exists, then it is unique up to isomorphism. 

We will prove the following stronger version of Theorem 2. 
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Theorem 2'. Let ~E(a) and ih'(a) be free '1:.-8tructure8, with '1:.-generator8 
xo, ... , X y , • •• and xo',"', xy', ... , I' < a, re8pectively. Let rp be a '1:.­
homomorphism of ~E(a) into ~E'(a) with xyrp=xy',for y<a. Then rp is an 
i80morphi8m. 

Since ~E(a) is free and ~l:'(a) is a '1:.-structure, it follows that such a rp 
exists; thus Theorem 2' implies Theorem 2. 

Proof. Let aEFE'(a); then there exist n<w, Yo,"',Yn-l<a, and 
P E Pn("£) such that a E P(x~o"'" X~n_ 1)' Thus 

FE(a)rp ;;2 P(xyO" .. , xyn-1)rp = P(x~o'" ., X~n_J 3 a, 

which means that rp is onto. 
Let rp' be a '1:.-homomorphism of ih'(a) into ih(a) for which xy'rp=Xy 

(I' < a). Let P' and P" E P n('1:.) and Yo, ... , Yn -1 < a. Then 

(P'(xyo " .. , xYn_J U P"(xyO " .. , xyn_1»rprp' 

= (P'(x~o" .. , x~n_J U P"(x~o" .. , x~n_J)rp' 

= P'(xyO " .. , xYn _1) U P"(xyO " .. , xYn _1)· 

Since P'(xYO"",xYn_1)UP"(xYO"",xYn_1) is finite by Theorem 1, 
this implies that rp is I-Ion this set. Since any two elements of FE(n) 
belong to a set ofthis form, we get that rp (and similarly rp') is a 1-1 and 
onto homomorphism. To prove that rp is an isomorphism we have to show 
that 

(We can use this condition since rp is 1-1.) 
Let al E P;(xyO ' ... , XYn -1)' 0 ~ i < my and form the sets 

A = n (P1(X yO ' ... , XYn_J \ 0 ~ i < my) 

and 

A' = n (PI(X~o" .. , X~n_J \ 0 ~ i < my). 

Let rpmy: A ~ A' and (rp')my: A' ~ A be the maps induced by rp and rp', 
respectively. Finally, let 

B = {<bo,···,bmy-l)\<bo,· .. ,bmy_1)EA and ry(bo,···,bmy-l)} 

and 

B' = {<bo,···,bmy_l)\<bo,···,bmy_l)EA' and Ty(bo,···,bmy-l)}' 

Then A and A' are finite sets, rpmy, (rp')m y are 1-1 and onto maps. Further­
more, Brpmy ~ B' and B'(rp')my ~ B, thus rpmy is a 1-1 and onto map between 
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Band B', showing that ffJ is an isomorphism. This completes the proof of 
Theorem 2. 

Corollary. Let ex and fJ be ordinals with a=p. Then if 0: I;(ex) exists, 
0: I;(fJ) also exists and they are isomorphic. 

§52. ON THE FAMILY OF FREE l;.STRUCTURES 

Let E(}:') denote the class of all ordinals ex for which O:2:(ex) exists. In this 
section we will characterize E(}:.). The characterization theorem is based on 
the following result. 

Theorem 1. Assume that 0:2:( ex) exists; let X o,···, x Y' ••• (y < ex) be a 
}:.-generating system of 0:2:( ex). Let fJ be an ordinal, let Y 6 < ex for 0 < fJ such 
that if 0 ¥- 0', then Y6 ¥- Yo" and set 

B = [{xy6 1 0 < fJ}h-

Then m is a slender }:.-substructure of O:2:(ex). Therefore, O:2:(fJ) exists and it 
is isomorphic to lB. 

Proof. The second statement follows immediately from the first one and 
from Lemma 50.5(ii), as in Lemma 24.1. 

In order to simplify our notations, let ex=n<w, fJ=m( <w) and y,=i, 
i < m. Thus, we will prove that if 9{ = O:2:(n) exists and 

then IB is slender. 
First, we make a few observations. Let ffJ be a }:.-homomorphism of 9{ 

into IB with XoffJ=Xo,···, Xm- 1ffJ=Xm- 1. (xmffJ,···, Xn - 1ffJ are arbitrary 
elements of B.) 

(i) If PEP m(}:.), then Pm(xo, ... , Xm -1) = P18(Xo, ... , Xm -1)· 

Indeed, Pm(XO,···, Xm- 1)SP18(XO,···, Xm-1) by Lemma 49.7. On the 
other hand, 

so that 

Since by Theorem 51.1, Pm(xo, ... , xm - 1 ) is finite, we get the equality. 

(ii) ffJ is onto. 
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Let b E B; then b E PIB(Xo, ... , xm- 1 ) for some PEP m(l:). Thus 

bE PIB(Xo, ... , xm- 1) = Pvr(xo,' .. , Xm-l)9' ~ A9'. 

(iii) 9'B is I-I. 

For P' and P" E P m(l:), 

(P'vr(xo, ... , xm- 1 ) U P"vr(xo, ... , X m-l))9' 
= P'IB(Xo, .. '. xm- 1) U P"IB(Xo, .. '. Xm-l)' 

Combining this with (i), we can argue as in the proof of Theorem 51.2'. 

(iv) 9'B is an automorphism of 58. 

9'B is a homomorphism; by (ii) and (iii) it is I-I and onto. Thus to prove 
that it is an automorphism it remains to show that 

ry(ao9',···,am.- l 9') implies ry(ao,···,am.-1 ), for ao,···,am._ 1 EB. 

Let al E P1(xo, ... , xm- 1), O;;;i i < my and set 

G = Il (P1(XO"'" xm- 1) 10 ;;;i i < my) 

and 

D = {<bo, ... , bm• -I) I <bo, ... , bm• -I) E G and ry(bo,' .. , bm.-1)}. 

Then by (i)-(iii) and Theorem 51.1 the map 9'm.: G -i>- G, induced by 9', is 
I-I and onto on G, and G is a finite set. Furthermore, 9' is a homomorphism, 
thus D9'm.~D. Since 9'm. is I-I and D is finite, we get D9'm.=D, a state· 
ment equivalent to the one that is to be proved: 

Nowt let ao,"', at E B, cI> El:, l<e(cI» and let bo,"" b.- 1 be the cI>-l 
inverses of ao, .. " at in 58 (8 is finite by the corollary to Theorem 51.1). 
Since 9'B is an automorphism of 58, bo9', ... , b.- l 9' are the cI>-l inverses of 
ao9', .. " at9' in 58. But 9' is a l:-homomorphism; thus by Lemma 5O.I(iii), 
there are s cI>-l inverses Co,' .. , C. -1 of ao, ... , at in m: such that co9' = 

b09', .. ·,c.- 19'=b.- 19" We get that {co"",c._1}~B, since 58 is a l:­
substructure. Thus (iii) implies co=bo,' . " C.- 1 =b._ 1. This means that 
every cI>-l inverse in 58 is also a cI>-l inverse in m:, completing the proof of 
Theorem I. 

Theorem 2. If th(n) exists for all n < w, then ~ll(W) also exists. In other 
words, if n E E(l:), for all n < w, then w E E(l:). 

Proof. Let ~ll(n) be l:-generated by xo",' . " X:-1 (n= 1,2, ... ). We 
can assume that ~ll(n) is disjoint from ~ll(m) if n¥= m. 

t The original proof was continued using a. ra.ther long argument. This simplified 
version is due to G. H. Wenzel. 
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Let CPn be a 1-1 ~-homomorphism of lYE(n) into lYE(n+ 1) with x1ncpn = 
xr+ 1 , i=O, ... , n-1. For n~ m, set CPnn = the identity map on FJ;(n), and 

CPnm = CPn· .. CPm-l· 

Then the ~-structures lYE(n) and the ~-homomorphisms CPnm form a 
direct family. Let m denote its direct limit. If x E A, x=<xn' Xn+l>··· > 
(considering the equivalence class as a sequence), then the mapping 

is an embedding of lYE(n) into m. Set An = FE(n)cpn. Then 

A=U(Anln<w), 

Al £ A2 £ ... 

and 

mn ~ lYE(n), n = 1,2,···. 

First we prove that m is a ~-structure. We will verify only that if 
<I> = (x)(3y)(u)(3v)\f(x, y, U, v) E~, then <I> holds in m. 

Let a E A; then a E An for some n < w. Since mn is a ~-structure, there 
exists abE An such that (u)(3v)\f(a, b, u, v) holds in mn • To prove that it 
also holds in m, take aCE A and an m < w, n ~ m, with a, b, C E Am. Since 
lYE(n)CPnmcpm is a slender ~-substructure of IJE(m) by Theorem 1, and 
An = FE(n)CPnmcpm, Am = FE(m)cpm, we get that mn is a slender ~-substructure 
of mm. Thus (u)(3v)\f(a, b, u, v) in mm, hence there exists a d E Am with 
\f(a, b, c, d) in Am. Therefore, \f(a, b, c, d) in m, so (u)(3v)\f(a, b, u, v) in 
m, which was to be proved. A similar (but simpler) argument shows that if 
a, c E A, then also a <1>-1 inverse exists. 

Set 

Then XIEA, A=[xO,x1 ,···1E and An =[xO,···,xn - 1l!:. Thus m is ~­
generated by w elements. 

It remains to show that ~l satisfies (iii) of Definition 51.1. Let ~ be a 
~-structure, bo, b1 , ••• E B. We can assume that A is disjoint from B. We 
want to construct a ~-homomorphism cP of m into ~ with x,CP=b" 
i=O, 1,2,· ... 

Set 0 = A u B; we define a structure ij: on 0: 

(i) for every a E A, there is a constant ka and (kah!:=a; 
(ii) for every dEB, there is a constant la and (la)Q:=d; 

(iii) for y < 01 ( 'T), r y is defined on A and B as it was in m and ~; 
(iv) for 0< n < w, PEP n(~)' rp is defined on A and B as it was in m and 

~ (rp was defined in Lemma 49.6). 
(v) for Co, ••• , Cn -1 in A or in Band PEP n(~) we define the constants 
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e(co, ... , cn-l, P, i) for O;;;iii < kp (of Theorem 51.1); these are interpreted 
in (t such that every element of P(co, ... , Cn-l) is the interpretation of one 
of them and conversely. 

Let (t denote the relational system defined by (i)-(v) (consider the con­
stants as unary relations), and let TO be the type of(t. We want to define 
an additional relation R(x, y) on (t, satisfying the following universal 
sentences: 

i = 0,1,··. 

where r is some r y or rp; 

(R(k .. o' lao) /\ ... /\ R(k .... _1 , lan _1) /\ R(k .. , Ib ) /\ rp(lao '···' lan _ 1 , Ib)) 

-- (R(c(ao,···, an-I' P, 0), Ib) v··· 

(1) 

v R(c(ao,· .. , an-I' P, kp -l), Ib» (3) 

(4) 

rp(kxo' ... , k Xn -1' k .. ) 

-- (R(k .. , c(bo,···, bn - l , P, 0)) V··· 

V R(k .. , c(bo,···, bn - l , P, kp -l». (5) 

H R can be defined so as to satisfy (1)-(5), then we can define a mapping 
rp of A into B by setting arp=d (a E A, bE B) if R(a, d). 

By (4), rp is well defined and by (5), rp is defined on the whole of A; (2) 
and (3) mean that rp is a ~-homomorphism and by (1), xjrp=b,. 

By Theorem 39.5, it is sufficient to prove that R can be defined on every 
finite subset ofO. However, this is trivial, since if H is a finite subset of 0, 
then for some n, 

H S;; [xo,· .. , xn-1h U [bo,· .. , bn-1h u H', 

where H'=H n (B-[bo, bv ... h). It follows from (4) and (5) that no 
element of H' occurs in (1)-(5); thus it suffices to consider H"=H-H'. 
Since ~n is the free ~-structure on n ~-generators, there is a homomorphism 
r/I of~n into m for which xjr/l=bj, i=O,···, n-l. Define R on An U B by 
R(a, d) if ar/l=d. Obviously, R satisfies (1)-(5). This completes the proof 
of Theorem 2. 

The following result is a more complicated version of Theorem 2. 

Theorem 3. Let ex be a limit ordinal. If 'iYr,(fJ) exists for all fJ < ex, then also 
'iYE(ex) exists. 
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Sketch of Proof. The proof of Theorem 2 started with the construction 
of a direct family. There we had no problem with CPlnCPnm=CPlm (for 
l~n~m) since we defined CPln as CPl··· CPn-l. However, we cannot do this 
now. In order to construct the direct family, we set 

o = U (Fr.(fJ) I fJ < a), 

where the FE(fJ) are assumed to be pairwise disjoint. We want to define 
on 0 a relation R such that CPP7 for fJ ~ Y < a can be defined by acpP7 = b for 
a E FE(fJ) and b E FE(y), if R(a, b). As in the proof of Theorem 2, we can 
do that by introducing sufficiently many constants and relations, which 
satisfy the analogues of (1)-(5), and 

R(a, b) 1\ R(b, c) ~ R(a, c). (6) 

We leave the obvious details to the reader. Then we form the direct limit 
~, and we proceed as in the proof of Theorem 2. 

Now we are ready to characterize E(:r.). 

Theorem 4. Either there exists a positive integer n such that ~E(a) exists 
if and only if a < n, or ~E(a) exists for every a. 

In other words, either E(:r.) ={ai a<n} or E(:r.) is the class of all ordinals. 

Proof. Let us assume that there is no n with E(:r.)={al a<n}. Then for 
every n there exists an m;;;;n with mE E(:r.). By Theorem 1 this implies 
n E E(:r.); therefore by Theorem 2, wE E(:r.). Let us further assume that 
for some ordinal 8, 8 f/: E(:r.). If 8 is the smallest ordinal with 8 f/: E(:r.), then 
by the corollary to Theorem 51.2, 8 is an initial ordinal. Since w < 8, 8 is a 
limit ordinal, and if y < 8 then y E E(:r.). Thus by Theorem 3, 8 E E(:r.). 
This contradiction and Theorem 1 prove Theorem 4. 

§S3. ON THE EXISTENCE OF FREE ~·STRUCTURES 

A necessary and sufficient condition for the existence of free :r.-structures 
is given in the following result: 

Theorem I. ~E(n) exists if and only if the following two conditions are 
satisfied: 

(Bn) every P E Pn(:r.) is bounded; 
(On) let~andj8 be:r.-structures, letao,···, an-l E Aandbo,···, bn- 1 E B. 

If A = [ao, ... ,an-1b then there exists a :r.-structure (t, :r.-generated by 
co,· .. , Cn- V and there exist :r.-homomorphism8 cP: 0 ~ A and Vs: 0 ~ B 
such that clCP = a l and clVs = bl for 0 ~ i < n. 



816 OH. 8. FREE 'E.·STRUOTURES 

Proof. (Bn) is necessary by Theorem 51.1. It is obvious that (On) is also 
neceSBary, since we can always set ~=~l:(n}. 

Let us aBBume that (Bn) and (On) are satisfied. Let P E Pn(:~~); (Bn) 
implies that there exists a ~-structure Cip , ~-generated by aop ,· . " a~_l' 

such that 

IP(aop ,···, a~-l)i = kp • 

Let Cip • be a ~-structure which corresponds to P' E Pn(~)' and let us apply 
(On) for Cip and Cip ', obtaining a structure ~ ~-generated by Co,' . " Cn- 1. 
IP(co,' . " Cn-1)i and IP'(co,' . " cn-1)1 are maximal. 

If Po, .. " Pk - 1 E Pn(~}' then we can always find a minimal upper bound 
kpa •...• P/C-l for Po U ... U Pk - 1. An obvious induction, combined with the 
argument given above, yields the following result: 

Let H be a nonvoid finite subset of Pn(~); then there exists a least 
natural number kH such that for every ~-structure ~ and ao, ... , an -1 E A 
we have 

I U (P(ao," " an- 1) I P E H)I ~ kH • 

Furthermore, there exists a ~-structure ~H and aoH, . . " a:!-l E AH such 
that AH=[aoH, . . " a:!-lh and if H' ~H, H' =1= 0, then 

I U (P(aoH ,. ", a:!-l) I P E H')I = kw· 

Set T={I:l1 H is finite, 0 =l=H, and H~Pn(~)} and for HE T let 

TH = {K IKE T and H ~ K}. 

Then THo n THl =THoUHl and TH=I= 0, and thus there exists a prime dual 
ideal!!J over T containing all the TH • Set 

~ = Ilrw (~HIH ET). 

By Theorem 39.1, ~ is a ~-structure. Let II be the function for which 
II(H}=aIH for all H E T, i=O,"', n-1. Then 

T~ = {K II U (P(aoK ,. ", a!'_l) I P E H)I = kH} 2 TH , 

so T~ E!!J. Since there is a formula in our language which can express 
the statement 

I U (P(aoK , • • " a~_l) I P E H)I = kH' 

by Theorem 39.1, we conclude that 

for all HE T. 
Let ~ be the ~-substructure of~, ~-generated by lov,' .. ,/~-1' It is 

obvious that the above equality holds in ~ as well. 
Let ~ be any ~-structure and bo, •• " bn - 1 E B. By (On), there exists a 



§53. ON THE EXISTENOE OF FREE 'J.:,·STRUOTURES 317 

1:-structure <r, 1:-generated by Co, ... , Cn-V and there exist 1:-homomor­
phisms cp: G ~ F and ifJ: G ~ B with cjcp=fjv and cjifJ=bj, O~i<n. 

The mapping cp is obviously onto. Let c, d E G and let us choose P' and 
PI/EPn(~} with CEP'(Co,···,cn- 1} and dEPI/(Co,···,cn_1} and set 
H ={P', pl/}. By definition, 

1P'(co,· .• , cn- 1} U pl/(co,· .. , cn-dl ~ kH • 

On the other hand, 

(P'(Co,···, cn-d U PI/(co,···, cn-1}}cp 

= P'(fov, ... ,f~-l) U PI/(fov, . .. ,f~-l} 
and 

1P'(foV, .. ·,f~-l} U r(fov, .. ·,f~-l}1 = kH • 

Thus cp is 1-1. Therefore, if we deal with ~-algebras, then we can claim that 
cp is an isomorphism. This implies that cp-1ifJ is a ~-homomorphism of ~ 
into 58 with fjvcp-1ifJ=bi , for O~i<n, establishing that ~ is the free ~­
algebra on n ~-generators. However, in the general case cp need not be an 
isomorphism since cp-1 need not preserve relations. Let ~=(A; F, R). 
Using (Bn) and (Cn ) and some transfinite method, for instance Theorem 
21.1 it can be verified that there exists a "smallest" ~-structure m= 
(A; F, R'), such that for all ~-polynomial symbols P we have Pl3'=Pm, 
for all y<OO(T} we have (ql3'=(fy}m and for all y<Ol(T), (ry}m is smallest 
for all 1:-structures having these properties. For this m, in place of ~, 
it is obvious that cp -1 is also a homomorphism, completing the proof of 
Theorem 1. 

Corollary 1. All free ~-structures exist if and only if the following two 
conditions are satisfied: 

(B) all ~-polynomials are bounded; 
(C) let m and 58 be ~-structures, let ao, a1' ... , an, ... E A, bo, b1, ... , 

bn, ... E B and A =[ao, a 1, ... , an, ... h; then there exists a ~-structure <r 
with G=[co, C1,· .. , Cn,· .. h and there exist ~-homomorphisms cp: G ~ A 
and ifJ: G ~ B such that cjcp=aj and cjifJ=bj, i=O, 1,2, .... 

Corollary 1 is an obvious combination of Theorem 1 and Theorem 52.4. 

Corollary 2. Let ~ be universal. Then ~l;(n) (that is, the free structure on 
n generators over 1:) exists if and only if (Cn ) holds. All free structures exist if 
and only if (C) holds. 

Indeed, if~ is universal, then all ~-polynomials are of bound 1, and thus 
(Bn) is always satisfied. 

Corollary 2 is an analogue of Corollary 2 to Theorem 46.1. 
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It is interesting to compare Corollary 2 with Theorem 25.2. Is Corollary 
2 true because we can apply this result to get a covering family and (Cn ) 

implies that the members of the covering family are isomorphic? This is 
indeed the case and not only if ~ is universal but in a number of other 
cases as well. These cases are the ones which are described in the following 
definition. 

Definition 1. ~ is said to have property (P) if for every tI> in ~ either tI> 
is universal or tI> == (xo), .. " (xn_l)(3y)'F'(xo, .. " Xn -1' y) (where 'F' is the 
matrix of tI», or tI> is positive. 

Let d be a well. ordered inverse family of the ~·structures ~Y' y < a; let 
~y be ~.generated by aoY, ••• , a~ -1; let the homomorphisms tp/( 8 ~ y < a) 
be ~.homomorphisms and suppose 

a/tp/ = al, for 8 ~ y < a, i=O,···,n-1. 

Let ~ be the inverse limit structure of d. 

Lemma 1. Let y < a and a E A y • If (Bn) is satisfied, then there exists an 
a E A with a(y)=a. 

Proof. Choose P E Pn(~) such that 

a E P(aoY,"', a~_l)' 

For 8~y, set 

Since a E P(ao6 , •• " a~-l)tp/ and tp/ is a ~.homomorphism, U6 is not void. 
By (En), U 6 is finite. Furthermore, U 6tpk;; U 6', if y ~ 8' ~ 8 < a. Since the 
inverse limit of non void finite sets is not void (Theorem 21.1), there exists 
a(8) E U6 for 8> y such that a(8)tpg, =a(8') if y ~ 8' ~ 8 < a. Set a(8)=acp/ 
if 8~y. Then for a=<a(y) I y<a) we have that a E A and a(y)=a. 

Theorem 2. If we assume (P) and (Bn), then ~ is a ~·8tructure. 

Proof. We first verify that if tI>=(x)(3y)(u)(3v)'F'(x, y, u, v) E~, and 
tI> is positive, then tI> holds in 21. Let a E A and set 

Ty = {b I b E Ay and b is a tI>-O inverse of a(y)}. 

It follows from (Bn) and from the corollary to Theorem 51.1 that Ty is 
finite for all y < a and T y # 0. It is obvious that Tytp/ s. T 6 if 8 ~ y < a. 
Thus there exists abE A with b(y) E Ty for all y < a, that is, 

(u)(3v)'F'(a(y), b(y),u, v) holds in ~y. 
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We want to prove that (u)(3v)'I"(a, b, u, v) holds in ~. Let C E A and 
set 

U y = {d! 'I"(a(y) , b(y), c(y), a)} for y<o:. 

Then 

U y s;; {a! a is a <1>-1 inverse of a(y) and c(y)}. 

Since the right-hand side is finite, Uy is finite for all y<o:. Now let a E Uy 

and 8 < y < IX. Then 'I"(a(y), b(y), c(y), a) and since 'I" is positive, 
'I"(a(8), b(8), c(8), arp/). Thus Uyrp/S;; U6• So we can choose dE A with 
a(y) E U y. Therefore, 'I"(a(y), b(y), c(y), a(y» for all y < 0:, which implies 
'I"(a, b, c, d). The existence of <1>-1 inverses is proved by a similar argument. 

Now let <I> be universal, <I> = (xo) ... (xm _1)'I"(XO, ... , Xm -1). Let 
ao,···,am_1 EA; then 'I"(ao(y),···,am_1(y» for all y<o:, whence 
'I"(ao,·· ., am-I). 

Finally, let <I>=(xo)···(xm_1H3y)'I"(xo,···,xm_1,y) and let 

ao,···,am_ 1 EA. 

Set 

Ty = {b !'I"(ao(y),· .. , am- 1(y), b)}. 

By (Bn) and from the corollary to Theorem 51.1, Ty is finite. Since 
T yrp/ S;; T6 is obvious for 8 ~ y < 0:, there exists abE A with b(y) E Ty for 
y < 0:. Thus 'I"(ao(y),···, am -1 (y), b(y» for y < 0:, which implies that 
'I"(ao,···, am-I, b), completing the proof of Theorem 2. 

It is easy to see that the proof of Theorem 2 yields the following result. 

Corollary. For ao,···, am-I' b EA and P E Pm(~)' if b(y) E P(ao(y),···, 
am-l(y» for all y < 0:, then b E P(ao, ... , am-I). 

The converse of this corollary is also true. 

Lemma 2. Under the conditions of Theorem 2 and its corollary, if 
bE P(ao, ... , am-I), then b(y) E P(ao(y), ... , am - 1(y» for all y < 0:. 

Proof. It is sufficient to prove that if b is a <I>-inverse of ao, ... , am-I' 
then b(y) is a <I>-inverse of ao(y), ... , am -1 (y) for all y < 0:. If <I> is universal, 
there is nothing to be proved, so let 

<I> == (x)(3y)(u)(3v)'I"(x, y, u, v) E~, 

let 'I" be positive, and let b be a <1>-0 inverse of a. We have to prove that 

(u)(3v)'I"(a(y), b(y), u, v) holds in ~y for all y < 0:. 
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Let c E Ay; by Lemma 1 there exists aCE A with c(y) =c. Since 
(u)(3v)'Y(a, b, u, v) holds in ~, there exists a d E A with 'Y(a, b, c, d). 
Hence 'Y(a(S), b(S), c(S), d(S)) for all S;:;; So, where So<a. Since 'Y is 
positive, we get 'Y(a(y), b(y), c, d(y)), completing the proof. 

The same statement for <1>-1 inverses is even simpler to prove. 
Now let <1>= (xo) ... (xm _ 1 )(3y)'Y(xo,···, Xm -1, y). Let b be an inverse 

of a o,· .. , a m -1. Then 'Y(ao,· .. , a m - 1 , b), so 'Y(ao(S), ... , am _ 1(S), b(S)) 
holds for all S;:;; So, for some So < a. Choose S such that S> max {y, So}. 
Since b(S) is a <1>-0 inverse of ao(S),···, am_ 1(S), it follows that b(y)= 
b(S)<p/ is a <1>-0 inverse of ao(Y) =ao(S)<p/, ... , am -1(y) =am - 1(S)<p/; that 
is, 'Y(ao(y), ... , am - 1(y), b(y)) for all y< a, which was to be proved. 

Set ao=<aoYly<a>, ... ,an_1=<a~_1Iy<a> and let ~ denote the 
L-substructure of ~, L-generated by ao, ... , a n - 1 . 

Lemma 3. ~ is a slender L-substructure of~. 

Proof. We should note that the a of Lemma 1 is in ~. Thus, by repeat­
ing the proof of Lemma 2, and restricting a, C to ~, we get that the con­
clusion of Lemma 2 holds for ~, that is, if b is a <I>-inverse of Co, ... , cm - 1 

in ~, then b(y) is a <I>-inverse of co(y), ... , Cm -l(y) in ~y for all y < a. Thus 
the corollary to Theorem 2 implies that b is a <I>-inverse of co, ... , Cm - 1 

in ~, which was to be proved. 

Corollary. The mapping t/ly: C -+ c(y) is a L-homomorphism of ~ onto ~Y. 

Now we are ready to prove the main result. 

Theorem 3. Let us assume (P) and (Bn). Let ~y be "2:,-structures and 
Ay = [aoY, ... , a~ -1h: for Y < a. Let us assume for all y ~ S < a that there 
exists a L-homomorphism <p/ such that a/<p/ = a/, 0 ~ i < n. Then there 
exists a L-structure ~ and there exist ao,···, an -1 E A such that A = 
[ao, ... , an -1h: and for each y < a there exists a L-homomorphism t/ly of ~ 
onto ~Y' with a,t/ly=a/, O~i<n. 

Proof. If we have that <p/<pt/ = <P06, whenever f3 ~ y ~ S < a, the ~y form 
an inverse family and we can take the ~ as in Lemma 3; then by the 
corollary to Lemma 3, we have the t/ly for y<a. However <p/<p/ =<p/ 
need not hold. We are going to prove that the <p/ can be replaced by 
t/I/ in such a way that we still have a/t/I/=a/ and also 

t/I/t/I/ = t/I/ for f3 ~ y ~ S < a. 

Let us assume that Ay and A6 are disjoint if y ¥- S and let us form 

o = U (Ay I y < a). 
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We will think of the required family of ifs/ as a single binary relation 
R(x, y) on C, where xifs/=y means x E A~, y E Ay and R(x, y). Using the 
same tricks as in the second part of the proof of Theorem 52.2, we can 
introduce unary relations Ry(x) for x E Ay and we can introduce sufficiently 
many relations and constants such that a set of universal sentences Q 

will express that R(x, y) 1\ R6(X) 1\ Ry(y) defines a ~-homomorphism ifs/ 
of A6 onto Ay with a/ifs/=a/, O~i<n. Let Q* be Q along with the 
sentence 

(x)(y)(z)((R(x, y) 1\ R(y, z» -+ R(x, z». 

Let us observe that on every finite subset of C we can define R so as to 
satisfy Q*. Indeed, if H is finite, Hr;;;,.C, then there exist 'YO<'Y1 < ... 
<'Y1<-1 <a such that Hr;;;,. U (AYt I O~i<k). Now set 

for i<l and let R(x,y) mean that xEAyl,YEAYt and xifs~:=y for some 
O~i<l<k. Then R obviously satisfies Q*. Thus by Theorem 39.5, R can 
be defined on C so as to satisfy Q*, completing the proof of Theorem 3. 

Definition 2. Let ~ be a ~-8tructure, ~-generated by ao, .. " ay, ... , 'Y < a. 
Then ~ i8 called a maximally free ~-structure, in 1Wtation, llRih(a), with 
re8pect to the ~-generating 8et {a y I 'Y < a}, if whenever m is a ~-8tructure ~­
generated by bo, ... , by, ... , 'Y < a and fP is a ~-homomorphi8m of m into ~l 
with byfP = ay, for 'Y < a, then fP i8 an i80morphi8m. 

Definition 3. Let K be a 8et of maximally free ~-8tructureB on a ~­
generator8. K i8 called a (~, a)-covering family if for any ~-8tructure m, 
~-generated by bo,···, by, ... , 'Y < a, there exi8t8 an ~ E K (with the ~-
generating family ao, ... , ay, ... , 'Y < a) and a ~-homomorphism fP of ~ onto 
m with ayfP = b'Y, for 'Y < a. 

Theorem 4. Let U8 assume (P) and (Bn). Then there exi8t8 a (~, n)-cover­
ing family. 

Proof. Let ~ be a ~-structure, A=[ho,···, hn-1]l;. Consider the class 
of all pairs <~1' H1), where ~1 is a ~-structure, H1 = <hol, .. " h~-l)' 
A1=[ho1, ... , h~-lh with the property that there exists a ~-homomor­
phism fP of ~1 into ~ with ho1fP=ho,· .. , h~-lfP=hn-1. Let us say that 
<~1' H 1 ) is isomorphic to <~2' H 2 ) if there exists an isomorphism fP of~l 
with ~2 satisfying h?fP=hj2, fori=O,···, n-l, whereH1 = <hol, ... , h~-l) 
and H2=<ho2, ... , h~_l). Let P be a class of such pairs, such that every 
pair has an isomorphic copy in P and there are no two isomorphic pairs in 
P. Using (Bn) it is easy to give an upper bound for the cardinality of P, so 
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P is a set. We introduce a binary relation ~ on P: <~(1' H1>~<~2' H2> 
if there exists a ~-homomorphism cP of ~2 into ~1 such that ht2cp=h? for 
i = 0, ... , n -1. Then ~ = <P; ~ > is a partially ordered set. The only non­
trivial part in checking this is to prove that ~ is antisymmetric; this is an 
easy modification of the argument of Theorem 51.2' (the freeness of the 
structures involved was used there only to prove (Bn); now we have (Bn) 
by assumption). Theorem 3 states that Zorn's Lemma can be applied to 
~. Any maximal element of ~ will be maximally free (again use (Bn) and 
the argument of Theorem 51.2'). 

It follows from (Bn) that a maximal class of non isomorphic pairs of the 
<~, H> is a set. Using the above construction, we choose for each <~, H> 
an IDCih(n) containing <~, H> in ~ and thus we get a (~, n)-covering 
family. 

Necessary and sufficient conditions for the existence of ~~(n) for a 
universal ~ will be given in the exercises. 

§54. STRONG FREE :E·STRUCTURES AND THE INVERSE 
PRESERVING PROPERTY 

If K is the class of all groups <G; " 1> defined in the usual way by ~, 
then all free ~-structures exist and they are the free groups in the usual 
sense. However, no one would use the theory of free ~-structures to prove 
the existence of free groups. The most convenient way of proving the 
existence of free groups is the introduction of x -1 as an operation, because 
then in ~ the existential quantifiers are eliminated, and in this richer 
language, ~ is equivalent to a universal ~, to which the simple methods of 
Chapter 4 apply. In this section we will discuss the problem of when it is 
possible to eliminate the existential quantifiers in some ~ such that the 
resulting ~ can be used to construct free ~-structures. 

First, we introduce a property of a set ~ of sentences. 

Definition 1. ~ is said to have the Inverse Preserving Property (IP) if 
every ~-substructure is slender. 

Theorem 1. The following conditions on ~ are equivalent: 

(i) ~ has IP; 
(ii) if~, \8, Q:: are ~-structures, \8 is a ~-substructure of ~ and cp is a 

~-homomorphism of ~ into Q::, then CPB is a ~-homomorphism of \8 into Q::; 

(iii) if~, \8, Q:: are ~-structures, \8 is a ~-substructure of ~ and cP is a 
~-homomorphism of Q:: into \8, then cP is a ~-homomorphism of Q:: into ~; 
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(iv) if j8 is a '1:.-substructure of ~{, then rp: x --+ x is a '1:.-horrwrrwrphism of 
j8 into~. 

Corollary. If '1:. has IP, then every '1:.-homorrwrphism rp can be written in the 
form rp=if;x, where if; is an onto '1:.-horrwmorphism and X is a 1-1 '1:.­
homomorphism. 

The proofs are trivial consequences of Lemmas 50.5 and 50.6. 
We will also need a property of free ~-structures. 

Definition 2. A free '1:.-structure is strong if the cp of Definition 51.1 is 
always unique. 

That is, any mapping of the ~-generators into a ~-structure can be 
uniquely extended to a '1:.-homomorphism. 

Corollary. Let ~ be a free '1:.-structure on a '1:.-generators and let j8 be a 
free '1:.-structure on {3 '1:.-generators. If a = /3, then ~ is strong if and only if j8 

is strong. 

This is trivial from the Uniqueness Theorem. 

Theorem 2. If the free ~-structure iYl:(w) exists and is strong, then all 
free '1:.-structures exist and all are strong. 

Proof. The existence of free '1:.-structures follows from Theorem 52.4. 
It is obvious that if a= lim {3. and each iY:E({3i) is strong, then so is iYl:(a). 
It remains to prove that if iYl:(a) is strong and {3 < a, then iY:E((3) is strong. 
Let X o,"', x y,"', y<a be the '1:.-generators of iYl:(a). By Theorem 52.1 
and the corollary to Definition 2, we can assume that 

Let X be a '1:.-homomorphism of iYl:(a) onto iYl:({3) with XyX=Xy for y<(3 
and XyX = Xo for {3 ;£ y. If iYl:({3) is not strong then there exists a ~-structure 
j8 and there exist bo, ... , by, ... , y < {3 elements of B such that Xy --+ by 
(y<{3) has two extensions to '1:.-homomorphisms rp and if;. Then the map­
ping Xy --+ by for y < {3 and Xy --+ bo for y;;; {3 has two extensions to ~­
homomorphisms, namely xrp and xif;, contradicting the assumption that 
iYl: (a) is strong. 

Now we are ready to state and to prove the main result. 
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Theorem 3. Let us assume that ~ has IP and that ih:(w) exists and is 
strong. Then on every ~-structure m = (A; F, R) we can define additional 
operations f E F - F, such that the correspondence 

m = (A; F, R)"-* ~ = (A; F, R) 

has the following properties: 

(i) III is a ~-substructure of 5B if and only if ~ is a substructure of)8; 
(ii) let I{l map A into B; then I{l is a ~-homomorphism ofm into 5B if and 

only if I{l is a homomorphism of ~ into )8; 
(iii) let K denote the class of all W; then ~h(a) exists for all a. 

Proof. For every 1 ~ n < wand PEP n(~) we introduce kp n-ary opera­
tions, foP, ... ,f{P-1 as follows: 

Take ih(n) with the ~-generators xo, ... , Xn -1; define f.P(xo, ... , Xn -1), 
i < kp , such that P(xo,· .. , Xn -1) = ut(XO, ... , Xn -1) I i < kp }; let m be an 
arbitrary ~-structure, ao,···, an - 1 E A and fP a ~-homomorphism of 
g.;E(n) into m with xofP=ao,···, xn- 1 fP=an- l . Set 

Set 

F = F u U (ut I P E Pn(~)' i < kp } 11 ~ n < w); 

and K ={<A, F, R) I (A; F, R) is a ~-structure}. 
It is obvious that (A; F, R) is well defined, since, by Theorem 2, fP is 

unique. 
Now we will verify (i)-(iii). 
Ad (i). Let m be a ~-substructure of 5B, ao, ... , an- I E A and let f E F 

be an n-ary operation. IffEF, thenf(ao,···,an_I)EA. Iffrf:F, then 
f=ft for some P E Pn(~) and i < kp • Then 

in g.;E(n), so 

ft(ao,· .. , an-I) = ft(xo, ... , Xn-l)fP E P(xo, ... , Xn- 1 )fP 

= P(ao, ... , an-I) S A, 

since fP is an ~-homomorphism. Thus ~ is a substructure of)8. 
Let ~ be a substructure of)8; then m is a substructure of 5B. To prove 

that it is a ~-substructure, let ao,···, an - 1 E A and P E Pn(~). If 
b E P~(ao,· .. , an-I)' then b=f(ao, ... , an-I) for some f E F. Thus bE A. 

Ad (ii). Let I{l be a ~-homomorphism of minto 5B, ao,· .. , an- 1 E A and 
f E F. We want to prove that 
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This is obvious if fE F. Let f ~ F, that is, f=ft for some P E p .. (~) and 
i<kp. 

Let cp and X be the ~-homomorphisms of ~l:(n) into ~ and 58, respec­
tively, with xjcp=aj and XjX = ajrp, for i<n. Since X is unique (Theorem 2) 
we get X=cprp. Thus 

f(ao,' .. , an-1)rp = f(xo,' .. , x .. -1)cprjJ = f(xo,' .. , x .. -1)X 

= f(aorp, ... , an-1rp), 

which was to be proved. 
Let rp be a homomorphism of ~ into ~; then rp is a homomorphism of 

~ into 58. To prove that rp is a ~-homomorphism, take PEP .. (~) and 
ao,' .. , a .. _1 EA. Let us define cp and X as above. Let b E P(ao,' .. , a .. -l)' 

Since cp is a ~-homomorphism, there exists a u E P(xo, ... , x .. -1) with 
ucp=b. Then u=ft(xo,"" X .. _l) for some i<kp. By the definition offt 
we have that b=ft(ao,"" a .. _1). Since rp is a homomorphism, we get 
that brp=ft(aorp,·· .,an-1rp). Again, by the definitionofft, there exists 
a v E Fdn) with v=ft(xo,"', x .. _1) and vX=brp. Since 

v E P(xo,' .. , x .. -d 

and X is a ~-homomorphism, we get that 

bE P(ao,' .. , a .. _1 ) 

implies that 

The converse of this statement can be proved similarly; thus 

P(ao,···,a .. -1)rp = P(aorp,···,an-1rp), 

which was to be proved. 
Ad (iii). It follows from the assumption that ~l:(a) exists for all a. 

(i) and (ii) imply that ®l:(a) is ~K(a). 
This completes the proof of Theorem 3. 

Theorem 3 is the best possible result, since the following holds: 

Theorem 4. Let us assume that the conclusions of Theorem 3 hold for ~. 
Then ~ has IP, and ~l:(w) exists and is strong. 

Proof. ~K(W) exists by (iii) so, by (i) and (ii), ~l:(w) exists. Since a free 
algebra over K is always strong, ~l:(w) is also strong by (ii). Using (i) and 
(ii), condition (iv) of Theorem 1 can easily be verified; thus by Theorem 1, 
~ has IP. 
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EXERCISES 

1. Give an example to show that '¥(a, b, c, d) does not imply that d is an 
(x)(3y)(u)(3v)'¥(x, y, u, v).inverse of a and c. 

2. Let <ll == (x)(3y)(u)(3v)'¥(x, y, u, v). Show that b is a <ll·inverse of a, and d 
is a <ll-inverse of a, c do not imply '¥(a, b, c, d). 

3. Give a formal proof of Lemma 49.1. 
4. Find a "£-structure m, a "£-substructure )3 of m, and ao, .. " an -1' b E B 

such that b is an inverse of ao, .. " an -1 in)3 but fiot in m. 
5. Find "£-structures 2{' )3, Ir such that )3 and Ir are "£-substructures of 

m, Os B, but Ir is not a "£-substructure of)3. 
6. Prove Lemmas 49.6 and 49.7. 
7. Find "£-structures m, )3, a "£-substructure Ir of)3 and a ,,£-homomorphism 

cp of minto )3, such that Acp=O, but cp is not a ,,£-homomorphism of m 
into Ir. 

8. If m and )3 are "£-algebras, then in Definition 50.1 one can omit" if cp is a 
homomorphism". Why can this not be omitted in general? 

9. Show that conditions (i)-(iii) of Lemma 50.6 do not characterize slender 
"£-substructures. 

10. Describe K( T), the class of all algebras of type T, as relational systems: the 
class of all models of some "£ such that ,,£-homomorphism and "£-sub­
structure be equivalent to homomorphism and subalgebra, respectively, 
and every "£-substructure be slender. 

11. Prove Theorem 51.1 using prime products. 
12. Let <ll(x) be a formula free at most in x and let "£ be a set of sentences. <ll 

is bounded in "£ if for some positive integer n the following condition holds: 
if m is a "£-structure, ao, .. " an -1 E A, at 'i- aj if i 'i-j and <ll(atl for 0 ~ i < n, 
then <ll(a), a E A implies that a = at for some 0 ~ i < n. Prove the following 
form of the statement in the proof of Theorem 51.1: 

If <ll(x) is not bounded in "£, then for every infinite cardinal m there 
exists a "£-structure m such that I{a I a E A and <ll(a)} I ;::;; m. 

13. (A. Robinson [2]) <ll(x) is bounded in"£ if and only if for every ascending 
chain of "£-structures mo, m1 , ••. (where mt is a substructure of mt+ Il and 
every sequence ao, aI' ... such that at E At and <ll(at) holds in mj for all 

i ~ j, there exists a natural number n, such that 

14. Formulate Theorem 51.1 using the concept of Ex.12. 
15. There are many statements in Chapter 8 which are proved by referring to 

the proof of Theorem 51.2' rather than to the statement of Theorem 51.2'. 
Formulate and prove a more general version of Theorem 51.2' which is 
applicable in all these situations. 

16. Can Theorem 52.2 be proved using prime products to construct 'ih(w)? 
17. Show that the existence of a ("£-n)-covering family implies condition (Bn). 

* * * 
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In Ex. 18-26 (which are based on G. Gratzer [11]) ~ is a set of universal 
sentences given in reduced normal form as in §46 (see Definitions 46.1, 46.2, 
and Lemmas 46.1 and 46.2). We assume that every <I> E ~ is of the form 
8 0v ... v 8 m - I , where the 8 1 are negations of atomic formulas for i<8(<I» 
and atomic formulas for i~8(<I». 

Let <I> E~, <I> == 8 o v ... V 8 m -1' where <I> is free at most in xo, •. " X'" -1' 

<I> has property (Pn ) means: if for the n-ary polynomials Po,"', P"'-1 we have 
~ F (xo)'" (xn -l)81(po,"', PI<-I) for i<8(<I», then there exists an i with 
8(<I»~i<m such that ~ F (xo)'" (xn -l)81(po,"', P"'-I)' <I> has (Pro) if it has 
(P n) for all n < w. ~ has (P a) (a ~ w) if each <I> E ~ has (P a). 
18. If for <I> E ~ we have m = 1, then <I> has (P co). . 
19. If for <I> E~, 8(<I»~m-l, then <I> has (Pco ). 
20. If for <I> E~, 8( <1» = 0 and <I> is free at most in xo, •. " Xn -1, then <I> does 

not have (P n). 

21. Set ~* = K, n < w. ih(n) exists if and only if ~ has (P n). 
22. l'h(w) exists if and only if ~ has (P co). 
23. All free algebras over K exist if and only if ~ has (P w)' 

24. For a given n < w, find a ~ which has (P",) if and only if k ~ n. 
25. (W. Peremans [2].) If every <I> E ~ contains at most one atomic formula, 

then all free algebras over ~* exist. 
26. Show that the sufficient condition of Ex. 26 is not necessary. 

* * * 
27. Prove Theorem 52.4 directly for strong free ~-structures. 
28. Let ~ satisfy (B) (of §53). A ~-chain my, y < a is a chain of ~-structures 

such that if y < 8 < a, then my is a ~-substructure of m6 • Prove that the 
union of a ~-chain is a ~-structure. 

29. We say that ~ is oj bound 1 if for every ~-polynomial P, ~-structure m, 
and ao,"',an_1EA, IP(ao,···,an_IlI~1. If~ is of bound 1, then ~ 
has IP. 

30. If~ is of bound 1, and l:h(a) exists, then l'h:(a) is strong. 
31. If ~ is of bound 1, then there exists a set of universal sentences ~ + over a 

richer language such that ~* and (~+)* are equivalent in the sense of 
Theorem 54.3. In particular, iYJ:(a) exists if and only if iJ<J:+).(a) exists. 

32. For an axiomatic class K, let A(K) denote the set of all sets of sentences 
~ with ~* =K. For ~,~' E A(K) write ~ ~~' if for every n-ary ~-poly­
nomial P, there exists an n-ary~' -polynomial P' such that P(ao, ... , an -1) 
=P'(ao,"',an-d for any mEK,ao,···,an_lEA. Set 

Define i: ~:t1 if and only if ~ ~ ~1' Prove that <A (K); ~ > is a partially 
ordered set. 

33. For any 0 ;t.H<:A(K), l.u.b.(H) exists. 
34. If K is a universal class, then <A(K); ~ > is a complete lattice. 
35. Let K be the class of all groups <G;· >. Is <A(K); ~ > a complete 

lattice? (No. C. R. Platt.) 
36. Prove Theorem 52.2 using Theorem 21.1. 
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PROBLEMS 

80. Does Theorem 51.1 (or the statement in the proof of Theorem 51.1) 
imply the oompaotness theorem? 

81. For what axiomatio olasses K does <.ti(K); ~) (see Ex. 32) have a least 
element? 

82. What is the struoture of <.ti(K); ~)? 
83. Give neoessary and suffioient oonditions for the existenoe of a ('E., ex)· 

oovering family. 
84. Charaoterize the automorphism groups of free 'E.·struotures. 
85. Define a 'E.·inver8e (direct) family as an inverse (direct) family of 'E.. 

struotures suoh that the homomorphisms are 'E..homomorphisms. When 
is the inverse (direot) limit of a 'E.·inverse (direot) family a 'E.·struoture? 

86. Under what oonditions is the class {2i I 2t E 'E.*} of Theorem 54.3 an 
axiomatio (universal) class? 

87. Give a natural oonstruotion of a structure ~E(") suoh that whenever 
~h(a) exists, ~E(") ~ thea). (If 'E. is universal, the polynomial algebra with 
a natural definition of relations is always good.) 

88. Let K be a universal olass. Under what oondition does K have a finite 
oovering family? Generalize the result to the olass of 'E..algebras, where 
'E. has property (P) of §53. 

89. Charaoterize the abstraot oategory, and also the ooncrete oategory of 
'E..algebras. What restriotions are imposed by IP or (B)? 

90. Develop a theory of homogeneous and universal 'E.·struotures (compare to 
B. J6nsson [3], M. Morley and R. Vaught [1]). 

91.t In the theory of 'E.·struotures ~he set 'E. plays three roles: it defines the 
olass to be oonsidered ('E.·struotures), the maps that are homomorphisms 
('E..homomorphisms), and the substruotures ('E.·substructures). Could 'E. 
be replaoed by <'E.o, 'E. 1 , 'E. 2 ) one 'E. f for eaoh role of 'E., such that some of 
the theory of 'E.·struotures generalizes to the <'E.o, 'E. 1 , 'E.2 )·theory? 

92. Can one find for all pairs of ordinals ex < f3 a 'E..homomorphism 'P"p of 
~E(ex) into ~E(f3) suoh that Xf"'P"P = x/, and for all ex < f3 < y, 'PaP'Ppy = 'Pay? 

93. Find a oonoept of "weak.adjointness" of funotors such that the "free 
'E.·struoture" funotor be weak.adjoint to the underlying set functor and 
suoh that weak adjoints be unique up to (nonunique!) natural equiva. 
lenoe. 

94. Define free 'E..produot of 'E.·struotures as in Definition 29.2 by requiring 
that the 2tf are 'E.·structures, the .pf are 'E..homomorphisms, 2t is 'E.. 
generated by U (Af.pf liE J) and 58 is a 'E.·structure, the 'Pf and 'P 'E.. 
homomorphisms. Under what oonditions are free 'E..produots unique up 
to isomorphism? 

95. Give a suffioient condition for the existence of free 'E..produots. (See e.g. 
Corollary 1 to Theorem 29.2.) 

96. Is ~dm) the free 'E..product of m oopies of ~E(I)? 

t Problems 91-93 were suggested by F. W. Lawvere. 
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97. Define the :E-structure :E-freely generated by a partial structure, and 
prove a result analogous to Theorem 29.2. 

98. Determine the group of those automorphisms of iYll(m) that permute a 
fixed set of :E-generators. 

99. When is <A(K); ~> finite? When is it distributive? (A semilattice is 
distributive if t~ay b implies t=a'y b' for some a' ~a and b' ~b.) 

100. Define Tn£A(K): i: E Tn if iYll(n) exists. Then T12 T22 ···2 Tn2 ...• 
When is Tn'#; Tn+l for alln< w? What is Tn in A(K)? 

101. Assume that iYll(W) exists and for some n< w IFll(w)1 = I Fll(n) I = No. 
Is it true that every countable :E-structure can be embedded in some 
iYll(m), m < w? 

102. Is it possible to give a direct proof of Theorem 51.2 (i.e. a proof that 
avoids Theorem 51.1 and preferably avoids the Compactness Theorem 
in any form) ? 



APPENDIX 1 

GENERAL SURVEY 

The present appendix attempts to survey recent developments not 
covered in the other appendices. In §55, many sections of the book are 
updated. Some corrections are also mentioned. §56 surveys related struc­
tures, one of the most interesting fields of universal algebra. §57 surveys 
some more topics of recent interest. 

§SS. A SURVEY BY SECTIONS 

Polynomial algebras (§S) or absolutely free algebras are considered in a 
number of papers by J. Schmidt. For characterizations of polynomial 
algebras see also K. H. Diener [2] and [1969] and K. H. Diener and G. 
Gratzer [1]. Most of these papers also treat the infinitary case. See also 
J. Mycielski and W. Taylor [1976]. 

Oongruence lattices (§1O, §17, §IS). See §56. Note also L. A. Skornjakov 
[1971] which deals with algebras whose congruence lattices are comple­
mented. 

Basic notions of partial algebras (§13). See the discussion of Problems 13, 
14, IS, 24, and 25 in Appendix 2, the papers of J. Schmidt and J. Slominski, 
and H. Andreka and 1. Nemeti [a], [b]. Weak and strong congruences are 
discussed in H. HOft [1973], V. T. Kulik [1971], B. Wojdylo [1973]. A 
special type of partial algebra is introduced in G. Birkhoff and J. D. Lipson 
[1970] and [1974]. 

Free partial algebras (§14) are discussed in P. Burmeister and J. Schmidt 
[1967], P. Burmeister [1970], H. Andreka and 1. Nemeti [a], [b]. 

Extension of congruence relations (§15). A variant of the main result of 
this section is treated simply in 1. Fleischer [1975]. 

Direct products (§19). The investigations ofC. C. Chang, B. Jonsson, and 
A. Tarski concerning the refinement properties of direct products of finite 
algebras were continued in C. C. Chang [1967]. This topic was taken up in 
R. McKenzie [196S] where the concept of "prime" structure is introduced 
(see also R. J. Seifert [1971]) and R. McKenzie [1971] and [1972] where a 
method is worked out to obtain refinement theorems; these results are 
applied to groups, idempotent semigroups, and so on. 

331 
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L. Lovasz [1967] proved two elegant cancellation theorems: (1) Ifm, m, cr 
are finite algebras, cr contains a one-element subalgebra, and m x cr ~ m x cr, 
then m~m. (2) If m and m are finite algebras and mn~mn, then m~m. If we 
drop the assumption that cr contains a one-element subalgebra one can still 
obtain "isotopy", see H. P. Gumm [b]. For some related results, see 
L. Lovasz [1971], [1972], R. R. Appleson [1976], and R. R. Appleson and 
L. Lovasz [1975]. See also A. F. Bravcev [1967]. 

The second result of Lovasz suggests the investigation of the semigroup 
S(m), generated by {a}, subject to the defining relation an=am whenever 
mn~mm, where m is an infinite algebra. Extending this to a set of algebras 
A ={m; liE J} we obtain the semigroup S(A) generated by {at liE J} subject 
to the relations atn'a/l . .. = ak nkam nm • •• whenever mtt x m/I x ... ~ mk nk X 

mmnm x .... V. Trnkova [1975] obtained the astonishing converse: every 
commutative semigroup can be so represented. See also V. Trnkova 
[1975 a], [1976], [a] and V. Koubek and V. Trnkova [a]. 

Direct product of algebras of not necessarily the same type was intro­
duced in the Marczewski seminar in Wroclaw in the nineteen sixties, see 
also G. Griitzer [1970] and A. Goetz [1971]; this is applied in characteriza­
tions of Mal'cev-type conditions. 

Subdirect products (§20). Theorem 20.4 is generalized to more than two 
factors in G. H. Wenzel [1]. See B. A. Davey [1973] for the connection 
between subdirect representations and sheaf representations; see also S. D. 
Comer [1971], [1974], [1974 a], W. H. Cornish [a], B. A. Davey [a], H. 
Draskovicova [1972], K. Keimel [1970], U. M. Swamy [1974], A. Wolf 
[1974]. R. Wille [1969] finds a new way of looking at subdirect products; 
this approach proved to be useful for finite lattices. 

W. Taylor [1972] considers equational classes in which the subdirectly 
irreducible algebras form a set (up to isomorphism). For more detail on 
this important topic see item 8 of §71. 

R. W. Quackenbush [1971 b] found a peculiar property of sub directly 
irreducible algebras for equational classes generated by a finite algebra: 
if there are only finitely many finite subdirectly irreducible algebras, then 
there are no infinite subdirectly irreducible algebras. It is still open whether 
for such classes the existence of infinitely many finite sub directly irre­
ducible algebras implies the existence of an infinite subdirectly irreducible 
algebra. 

Direct limits (§21). J. Plonka [1967] and [1967 b] introduced a new 
construction which is now known as a Plonka sum; it resembles direct 
limits where the underlying poset is a semilattice. This is investigated in a 
number of papers by J. Plonka [1967 c], [1967 d], [1968 a], [1973 b], 
[1974 b], H. Lakser, R. Padmanabhan, C. R. Platt [1972], A. Mitschke 
[1973]. A generalization is given in G. Griitzer and J. Sichler [1974]; see 
also E. Graczynska [a], E. Graczynska and A. Wronski [1975] and [1975 a]. 
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Products associated with direct products (§22). M. Armbrust [1966], [1967] 
defines a concept of almost-direct product related to Theorem 22.1. V. N. 
SaliI [1969] extends the construction given in Definition 22.7. A surprising 
number of papers deal with extensions of Theorems 22.3 and 22.4; see also 
Appendix 5. 

Operators (§23). See the references to Problems 24 and 25 in Appendix 2. 
Identities (§26). Variants of Birkhoff's characterization of equational 

classes can be found in S. L. Bloom [1976] (ordered algebras), N. R. 
Brumberg [1969] (poly-varieties), S. Fajtlowicz [1969], H. Andreka and 
1. Nemeti [a], [c], L. Polak [1976] (nonindexed algebras), P. Hajek [1965], 
R. John [1978], R. Kerkhoff [1970], B. Schepull [1976] (for partial alge­
bras), G. Matthiessen [1976] (heterogeneous algebras), J. M. Movsisjan 
[1974] (algebras of degree 2), V. S. Poythress [1973] (with partial mor­
phisms), J. Tiuryn [a] (algebras defined on certain types of trees). 

Identities in partial algebras are considered in many papers; see, e.g., 
H. Andreka and 1. Nemeti [a], [b], P. Burmeister [1970], [1973], P. Bur­
meister and J. Schmidt [1967], and H. HOft [1973 a]. 

An interesting concept of attainability of congruences is introduced in 
T. Tamura [1966]; see also T. Tamura and F. M. Yaqub [1965]. L. N. 
Sevrin and L. M. Martynov [1971] contains some interesting results on 
attainability and lists some unsolved problems. 

For some applications of Mal'cev's result (Theorem 26.4), see Appendices 
3 and 5. For generalizations, see Appendices 3 and 4. See also T. Fujiwara 
[1965]. 

Equational completeness (§27). Many topics mentioned in this section are 
discussed in Appendices 4 and 5; see also the references given for Problems 
32 and 33 in §58 and §70. 

Free products (§29). The paper of T. M. Baranovic [3] is continued in 
V. P. Matus [1970] and A. I. Pilatovskaja [1968] and in T. M. Baranovic 
[1966]. The common refinement property for free products is established 
for regular equational classes in B. Jonsson and E. Nelson [1974]. For a 
general existence theorem, see A. 1. Ceremisin [1969]. 

Word problem (§30). For new developments, see the papers of T. Evans, 
especially [1978] and his survey article [a]. For connections among residual 
finiteness, finite embeddability, and the word problem, see T. Evans 
[1969], [1972] and W. Taylor's survey referred to as EL in Appendix 4 (and 
also B. Banaschewski and E. Nelson [1972 a]). 

Independence (§31 and §32). For a survey article, see E. Marczewski [11]. 
See also papers of S. Fajtlowicz, E. Marczewski and J. Plonka in the 
Bibliography and the references in Appendix 2 to Problems 50, 52, 53, 
and 56. 

Invariants (§33). See the references in §58 to Problem 50; see also the 
papers of J. Dudek and J. Plonka in the Bibliography. 
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Independent sets (§34). See the references in §58 to Problems 52 and 53. 
Preservation theorems (Chapter 7). This field has become too large to be 

covered here. The reader is referred to C. C. Chang and H. J. Keisler [1973] 
and to M. Makkai [1969] for an up-to-date treatment and new develop­
ments. M. Makkai and G. E. Reyes [1977] contains a categorical approach 
to first order theories. 

The open question mentioned at the end of §41 was answered in S. Shelah 
[1971]; see also C. C. Chang and H. J. Keisler [1973] and H. Andreka, 
B. Dahn, 1. Nemeti [1976]. 

Subdirect products (§48). In his review of G. Gratzer [5] (on which §48 
is based) in the Journal of Symbolic Logic, F. Galvin points out that the 
concept of "implication" in Definition 48.1 is too vague. If we make it 
more precise by defining "':I" implies ':1"'" to mean that "'¥' is obtained 
from ':I" by deleting all atomic formulae that include variables not among 
Xjo' •.. , Xjk -1", then the results of the section remain true but the examples 
mentioned in Exercises 42--45 will no longer fall under Theorem 48.2. 

Thus it remains open how to modify Definition 48.1 so as to keep 
Theorem 48.2 true and yield an affirmative answer to Exercises 42--45. 

Free L.-structure8 (Chapter 8). The introduction (and the text) should 
have made the goal of this investigation clear. Here is some clarification, 
even if it comes a few years too late. 

For a class K of algebras or structures, the basic interest of logicians 
seems to be whether K is axiomatic, that is, K is the class of all models of a 
set L. of (first order) sentences. Given such a L. we can introduce concepts 
of subalgebras and homomorphisms that reduce to the usual concept in 
case L. is a set of universal sentences for algebras. 

If we are given K and we find a L. axiomatizing K, then we are provided 
with the two basic tools of algebra to investigate the properties of the 
class K. It is clear, however, that for a given K many axiom systems L. 
can be found. Obviously, an axiom system giving a rich structure is to be 
preferred over one that gives a more meager structure. 

A simple example should illustrate this point. Let K be the class of all 
rings with unit and with at least two elements. If n is the usual axiom 
system for rings with a unit, then both 

L.l = n u {O =I I}, 
L.2 = n u {(x)(3y)(x =I y)} 

axiomatize K. It is obvious that, in K, L.1-homomorphism and L.1-sub­
algebra mean ring homomorphism and sub ring, respectively, while a 
L.2-homomorphism is an isomorphism and a L.2-subalgebra is the whole ring. 

Thus, in a sense, L.l is a best axiomatization of K and L.2 is a worst 
axiomatization. 
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Now we can state the purpose of this line of inquiry: Firstly, to investi­
gate the concept of ~-subalgebras and ~-homomorphisms and, secondly, 
for a given axiomatic class K, to search for axiom systems ~ that provide K 
with the richest algebraic structure. 

A formalization of this second line is started in Exercises 32-35 and in 
Problems 81 and 82. 

§S6. RELATED STRUCTURES 

There are a number of lattices, semigroups, groups, etc., associated with 
an algebra: the subalgebra lattice, the congruence lattice, the automor­
phism group, and the endomorphism monoid are the best known examples. 
The topic: related structures (this name was coined in 1963 as the title of 
an NSF research proposal) deals with the abstract and concrete representa­
tion problems of these structures and with their interdependence. 

(a) Subalgebra lattice. The concrete characterization of 9'(~) is given in 
Theorem 9.2 and the abstract characterization (that is, the characteriza­
tion of 9'(~) as a lattice) describes 9'(~) as an algebraic lattice by 
Theorem 6.5. 

The problem becomes more interesting if the type of ~ is restricted. 
If the type of~ is countable, then every compact element of the subalgebra 
lattice contains at most countably many compact elements, and the 
converse holds even for groupoids (that is, algebras of type (2») by 
W. Hanf [1956]. 

For subalgebra lattices of unary algebras, see W. A. Lampe [1969], 
[1974] and G. Piegari [1972], [1975]. 

For subalgebra systems a complete solution is obtained in the papers of 
M. Gould, see the references for Problem 1 in Appendix 2. 

Infinitary algebras pose no special difficulties; see G. Gratzer [8] and 
H. Andreka and 1. Nemeti [1974]. 

The subalgebra systems of two algebras ~, !;l3 connected with a homo­
morphism are described in M. Gould and C. R. Platt [1971 a] and S. Burris 
[1970]. 

Subalgebra lattices of algebras of the form ~2 are characterized in 
A. A. Iskander [1]; see also G. Gratzer and W. A. Lampe [1]. Related more 
recent papers are A. A. Iskander [1971] and [1972 b]. 

(b) Automorphism group. The abstract problem was solved in Corollary 
12.1; up to isomorphism every group is the automorphism group of a 
suitable (unary) algebra. The concrete problem was solved in B. Jonsson 
[1968]; see also E. Plonka [1968]. For algebras of finite type (or, equiva­
lently, with a single operation), the concrete problem was solved in 
M. Gould [1972 a]. 
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For automorphism groups of algebras of a restricted type and the 
abstract problem, see (c); for finite groupoids, see M. Gould [1972 c]. A case 
of special unary algebras is considered in J. Hyman [1974], J. Hyman and 
J. B. Nation [1974] and G. H. Wenzel [1969]. 

Automorphism groups of algebras of the form ~2 are characterized in 
M. Gould [1975 a] as groups containing an element x =1= 1 of order 2. In 
M. Gould [a] it is proved that automorphism groups of algebras of the 
form ~n are the same as automorphism groups of (infinitary) free algebras 
on n generators. Bee also M. Gould and H. H. James [a]. 

Variations on this theme are the groups of inner automorphisms (B. 
Csakany [4]), splitting automorphisms (J. Plonka [1973 c]), weak auto­
morphisms (A. Goetz [1]), and the semigroup of partial automorphisms 
(0. I. Domanov [1971]; see also T. Tichy and J. Vinarek [1972], D. A. 
Bredikhin [1976], [1976 a]). The only representation theorem here is due 
to J. Bichler [1973]; he represents an arbitrary group G and normal 
subgroup N of G as the group of weak automorphisms of an algebra such 
that the members of N are the automorphisms. 

(c) Endomorphism monoids. Every monoid is isomorphic to the endo­
morphism monoid of some algebra by Corollary 12.2. This settles the 
abstract problem; for references to the concrete problem, see Problem 3 in 
§58. 

One of the most fruitful problems of the last decade was the abstract 
problem considered in a categorical framework for some special equational 
classes of algebras. Here are some typical results. Every monoid is 
isomorphic to the endomorphism monoid of: 

(1) a groupoid or an algebra with two unary operations (Z. Hedrlin and 
A. Pultr [1]); 

(2) a semigroup (Z. Hedrlin and J. Lambek [1969]); 
(3) an algebra with two unary operations and only five polynomials 

(J. Bichler, unpublished); 
(4) bounded lattices-endomorphisms preserve the bounds by definition 

(G. Gratzer and J. Bichler [1971]); 
(5) integral domains-endomorphisms preserve the unit element by 

definition (E. Fried and J. Bichler [1977]). 

There are many results of this type and all these results have categorical 
versions. The book A. Pultr and V. Trnkova [a] gives a full accounting of 
the methods and the results. 

There are some recent references: M. E. Adams and J. Bichler [a], [b], 
[c], [d], [e], E. Fried [1977] and [b], E. Fried and J. Kollar [a], [b], E. Fried 
and J. Bichler [1973], [1977], J. Kollar [a], [b], [c], [d]. 

The endomorphism semigroups of algebras of the form ~2 are charac­
terized in M. Gould [1975 a]. 
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The endomorphism monoid of an algebra is independent from the 
endomorphism monoid of a subalgebra; see Z. Redrlin and E. Mendelsohn 
[1969] and C. R. Platt [1970]. 

(d) Congruence lattices. For references to the abstract problem, see 
Problems 1 and 2 in Appendix 2. 

The abstract problem was solved in Theorem 18.2. Variants and 
simplifications of this proof appear in W. A. Lampe [1969], [1972 a], [1973], 
E. Nelson [1974 b], E. T. Schmidt [1969]. The proof of P. Pudlak [1976] is 
considerably simpler than the previous ones. 

All the proofs (except Pudlak's) yield a congruence lattice with a type 3 
join (that is, if a=b(0 V cI», then there exist Xl> X2, Xa such that a= 

x l (0), XI=X2(cI», x2=xa(0), xa=b(cI>)). By a result of B. Jonsson [1953] 
if all joins are type 2 (that is, if a=b(0 V cI», then there exist Xl' X2 such 
that a=xl (0), Xl = X2(cI» , x2=b(0)), then the congruence lattice is 
modular. The converse of this statement, that every modular algebraic 
lattice can be represented as a congruence lattice with type 2 joins, was 
announced in G. Gratzer and W. A. Lampe [1971/1972]; for a proof, see 
Appendix 7. 

See also the references for Problems 13 and 17 in §58. 

(e) Interdependence. The major result is due to W. A. Lampe [1972 a]: 
given algebraic lattices ~ .. , ~c with more than one element each and a 
group <V, there exists an algebra whose subalgebra lattice is isomorphic to 
~ .. , whose congruence lattice is isomorphic to ~c, and whose automorphism 
group is isomorphic to <V. (See Appendix 7.) 

A special case of this result, namely the independence of the subalgebra 
lattice and the automorphism group was proved in E. T. Schmidt [1]. The 
concrete version of this case is treated in M. G. Stone [1969], [1972] and 
M. Gould [1972 b]. The most recent reference is L. SzabO [1978]. 

For any automorphism IX of an algebra ~, the map CPa: X --? XIX is an 
automorphism of the subalgebra lattice of~. The map IX --? CPa is a homo­
morphism of the automorphism group of ~ into the automorphism group 
of the subalgebra lattice of ~. The converse, namely, that any homo­
morphism of a group into the automorphism group of an algebraic lattice 
can be represented this way, is proved in E. Fried and G. Gratzer [1975]. 
For the connections between the automorphism group of an algebra and 
those of its various subalgebras, see E. Fried and J. Sichler [a] and J. 
Kollar [e]. 

If IX is an endomorphism the induced map is considered in M. Gould 
[1972] and [1974]. No results are known about the induced map of the 
congruence lattice. 

For the interdependence of the endomorphism monoid and the con­
gruence lattice, see the references to Problem 7 in §58. For a related result, 
see M. Gould and C. R. Platt [1971]. 
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§57. MISCELLANY 

We mention here a few topics that, in our view, will prove to be important 
in the next few years. 

Applications to Computer Science. In the last decade, the basic concepts 
of universal algebra and category theory found more and more widespread 
use in computer science. A partial list of papers relevant to this topic 
compiled by H. Andreka and I. Nemeti is 20 pages long. So we cannot 
hope to do justice to this new field; it is hoped, however, that the following 
few references will give the reader a starting point. 

The Springer-Verlag Lecture Notes on Computer Science, volume 25, 
1975, Category Theory Applied to Computation and Control, is a good 
introduction, with a fairly complete list of references. See also volume 56, 
1977, Fundamentals of Computer Science, where Section B is mostly based 
on universal algebra and lattice theory. 

For recent developments in the theory of automata, see the books 
S. Eilenberg [1974] and [1976] and the survey article J. Adamek and 
V. Trnkova [a]. 

Some current references to the algebraic treatment of flow -chart schemes 
are B. Courcelle and M. Nivat [1976], J. W. Thatcher, E. G. Wagner, 
J. B. Wright [1977], J. A. Goguen, J. W. Thatcher, E. G. Wagner, J. B. 
Wright [1977 a], G. D. Plotkin [1976], J. Tiuryn [a], W. Damm, E. Fehr, 
K. Indermark [1978]. 

The basic reference to the algebraic theory of abstract data types is 
D. Scott [1976]; see also J. A. Goguen, J. W. Thatcher, E. G. Wagner, 
J. B. Wright [1977] and D. J. Lehman and M. B. Smyth [1977]. 

Continuous algebras arise naturally in the topics mentioned in the last 
two paragraphs. B. Courcelle and J. C. Raoult [a] and G. Markowsky 
[1977] are two additional references. 

Universal algebra is used in the semantics of programming languages and 
in the methodology of proving properties of programs. See H. Andreka, 
T. Gergely, 1. Nemeti [1977], A. Arnold and M. Nivat [1977], R. M. 
Burstall and P. J. Landin [1969], B. Courcelle, I. Guessarian and M. Nivat 
[a]; P. van Emde Boas and T. M. V. Janssen [1977], J. A. Goguen, J. W. 
Thatcher, E. G. Wagner, J. B. Wright [1976], R. Milner and R. Weyrauch 
[1972]. 

Congruence schemes. If for a class K of algebras, for all ~ E K, and for all 
a, b, c, dE A, c:=d(0(a, b)) can be described as in Theorem 10.3 by the 
same sequence of polynomials and by the same "switching function" 
f: {O, 1"", n-l}_{O, I} (that determines whether p,(a)=z, or p,(a) = 
z, + 1), then we say that K has a congruence scheme. The congruence scheme 
itself is the sequence of polynomials and f. 
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This concept occurs in the papers ofR. Magari who investigates problems 
of the following type: let K have a congruence scheme; under what con­
ditions on K can we conclude that the equational class generated by K 
also has the same congruence scheme. 

E. Fried, G. Gratzer, and R. W. Quackenbush [1976], [a], [b] find 
conditions for an equational class to have a congruence scheme and they 
apply the results to weakly associative lattices. 

J. Berman and G. Gratzer [1976] find for a congruence scheme S not 
containing constants, a necessary and sufficient condition for the existence 
of a nontrivial equational class K having S as a congruence scheme. (The 
condition is that no polynomial in S be unary.) J. Berman and G. Gratzer 
[1976 a] investigate embedding algebras into members of an equational 
class having a fixed S as a congruence scheme; there is an improvement of 
this result by C. R. Platt. 

Quasivarieties. A quasivariety is a class of algebras closed under ultra­
products, subalgebras, products, and isomorphic copies, or equivalently, 
a class defined by equational implications (see §63); other names used are 
implicational classes, universal strict Horn classes, etc. 

Mal'cev's papers (see A. 1. Mal'cev [1971] and [1973]) provide a good 
background for work in this field. Many results parallel those for varieties: 
in a quasivariety K, every algebra is a subdirect product of subdirectly 
irreducible algebras; but "subdirectly irreducible" is not an absolute 
concept, it depends on K. 

For an equational class K and for quasivarieties V and W in K define 
21 E VoW (with respect to K) iff 21 E K and there is a congruence relation 
e such that '?lIe E Wand for all a E A, if [ale is a subalgebra of '?l, then 
[ale E V. This concept was first studied for groups (see H. Neumann 
[1967]) and then for algebras in general (A. 1. Mal'cev [1967 a]). The subject 
of products of varieties has recently been investigated for special types of 
algebras: Brouwerian semilattices (P. Kohler [a]), generalized interior 
algebras (W. J. Blok and P. Kohler [a]), lattice ordered groups (A. M. W. 
Glass, W. C. Holland, S. H. McCleary [a]), lattices (G. Gratzer and D. Kelly 
[1977]). Here are some typical results for lattices: DoD and MoD are 
varieties where D and M are the class of all distributive and modular 
lattices, respectively; there are 2~o equational classes contained in DoD; 
every variety of lattices is a product of irreducible quasivarieties; apart 
from some trivial cases, X 0 Y =/=X V Y. (The elass DoD plays an 
important role in S. V. Polin [1977].) 

Other papers on quasivarieties deal with the lattice of subquasivarieties 
of a quasivariety (which is much richer than the lattice of subvarieties), 
the atoms of this lattice, finite bases for equational implications, cate­
goricity in some infinite power. The following is a partial list of references 
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on quasivarieties: A. I. Abakumov, E. A. Paljutin, M. A. Taiclin and 
Ju. E. Sismarev [1972], M. E. Adams [1976], H. Andreka and I. Nemeti [a], 
M. Armbrust and K. Kaiser [1974], K. A. Baker [1974], J. T. Baldwin and 
A. H. Lachlan [1973], B. Banaschewski and H. Herrlich [1976], V. P. Belkin 
[1976], [1977], V. P. Belkin and V. A. Gorbunov [1975], W. J. Blok and 
P. Kohler [a], A. I. Budkin and V. A. Gorbunov [1973] and [1975], 
S. Burris [a], A. I. Ceremisin [1969], T. Fujiwara [1971 a], F. Galvin [1970], 
V. A. Gorbunov [1976], G. Gratzer and D. Kelly [1977], G. Gratzer and 
H. Lakser [1973], [1978], [a], V. I. Igosin [1971], [1974], H. Lakser [a], 
A. I. Mal'cev [1967 a], A. Yu. Ol'shanskii [1974], E. A. Paljutin [1972], 
[1973], and [1975], A. Shafaat [1969], [1970], [1970 a], [1970 b], [1971], 
[1973 a], [1974 a], and [1975], H. Tabata [1969], [1971], A. A. Vinogradov 
[1965] and [1965 a]. 

Combinatorial algebra. The application of universal algebraic methods 
to combinatorial problems was pioneered by T. Evans and N. S. Mendel­
sohn. For a review of this field see the survey articles: T. Evans [1975], [b] 
and N. S. Mendelsohn [1975]. Here are some recent references: T. Evans 
and C. C. Lindner [1977], B. Ganter [a] and [b], B. Ganter and H. Werner 
[1975] and [1975 a], N. K. Pukharev [1966], R. W. Quackenbush [1974 c], 
[1975], [1976], [1977]. 

Infinitary algebras. Most results are infinitary analogues of finitary 
results. Many such references are mentioned in Appendix 2. 

Appendix 7 is another illustration. Apart from the s'Y"itch to closest 
elements in the range (as opposed to the domain), the proof follows the 
path of the finitary case. 

P. Burmeister [1968] and [1970 a] (announced independently in G. 
Gratzer [1966]) characterized the cardinalities of bases of an infinitary free 
algebra. The result is strikingly different from the finitary case (mentioned 
at the end of §31). 

Some interesting infinitary equational classes can be found in E. Nelson 
[1974] and [1974 a]. Example: while every finitary nontrivial equational 
class contains a simple algebra (R. Magari [1969]), this does not hold for 
infinitary equational classes. 

B. Banaschewski and E. Nelson [1973] and G. A. Edgar [1974] provide 
easy examples of infinitary algebras that are not subdirect products of 
subdirectly irreducible algebras. (For earlier examples, see G. Gratzer and 
W. A. Lampe [1971/1972] and Appendix 7.) 

Surveys. T. M. Baranovic [1968] and L. M. Gluskin [1970] are useful 
surveys of universal algebra from a Soviet point of view. 

The polynomial algebras over an algebra give rise to many interesting 
problems. This field is surveyed in H. Lausch and W. Nobauer [1973]. 
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The contributions of A. Tarski and his students to equational logic are 
surveyed in A. Tarski [1968] and the finite basis problem for finite algebras 
in S. O. MacDonald [1973]. (See also §67.) 

Filtrality of congruences is surveyed in R. Magari [1971 a] and R. Franci 
[1976]. 

Some approaches to linear dependence are described in R. Rado [1966]. 
Results on the p,,-sequence (size offree algebras) are surveyed up to 1969 

in G. Gratzer [1970 a]. (See also item 5 of §71.) 
A. F. Pixley [c] is an up-to-date survey ofprimality and related topics. 

(See also Appendix 5.) 
Various topics discussed in these Appendices are surveyed up to 1971 in 

B. Jonsson [1972] and B. Jonsson [1974]. 



APPENDIX 2 

THE PROBLEMS 

§58. SOLUTIONS AND PARTIAL SOLUTIONS OF 46 PROBLEMS 

Solutions and partial solutions were first reported in G. Gratzer [14] 
which, in fact, was only published in 1970. 

Reading this section the reader should keep in mind that some papers 
contributing to a problem were not written as a result of the problem 
having been proposed in this book. This is especially clear with Tarski's 
solution of Problems 34 and 35, see the footnote on p. 194. On the other 
hand, some papers appeared solving problems not specifically proposed 
here, which, however, were obviously influenced by a development that 
started from a problem in this book. 

Problem 1. The concept of the multiplicity type and the quasi-ordering 
by coordinatization may have been more important than the problem 
itself. 

The original problem was solved in M. Gould [1968] (part (a)), M. Gould 
[1971] (part (b)); see also S. Burris [1968]. 

The related quasi-ordering for permutation groups on a set to be 
represented as the automorphism group of an algebra is considered in 
M. Gould [1972 a], [1972 b]. 

For lattices of equivalence relations to be represented as congruences of 
an algebra the quasi-ordering is completely described in T. P. Whaley 
[1971] and B. Jonsson and T. P. Whaley [1974]. 

For automorphisms and endomorphisms a description of the quasi­
ordering appears still to be open. Similarly, descriptions for combinations, 
such as congruences and subalgebras, are also open. 

Problem 2. It is not clear whether this problem will ever have a solution. 
Some general results are stated in B. Jonsson [1972], §4.4 and in H. Werner 
[1976]. Special cases were approached in M. Armbrust [1970], [1973], 
[1973 a] and H. J. Bandelt [1975]. 

A related interesting question is considered in R. W. Quackenbush and 
B. Wolk [1971], this problem is resolved in P. Pudhlk [1977]. 

Problem 3. If the members of E are all permutations, the problem is 
settled in B. Jonsson [1968]; see also E. Plonka [1968]. See also the refer-

342 
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ences given above for Problem 1. The general case is considered in M. G. 
Stone [1969]. An interesting approach is taken by J. Jezek [1975]. 

Two recent papers propose complete solutions: N. Sauer and M. G. 
Stone [1977] and L. SzabO [1978]; see also N. Sauer and M. G. Stone 
[1977 a] and [a]. 

Problem 5. A negative solution is given in A. Pasini [1971]. See also 
M. Gould [1]. 

Problem 6. The origin of this problem is the result in Exercise 1.27 
concerning Boolean algebras. This was extended to any equational class 
generated by finitely many independent primal algebras by Tah-kai Hu 
[1971 a]. This was further extended by R. A. Knoebel [1974 a]. The 
extension to p-rings was given in A. Iskander [1972] and to finite arith­
metical algebras in A. F. Pixley [1972 a]. 

The hemi-primal algebras of A. L. Foster are closely related to this 
problem. See A. L. Foster [1970], [1970 a], A. F. Pixley [1972], [1972 a] 
and for the related concept of affine completeness, see H. Werner [1974 a]. 
See also H. Werner [1971] and K. Keimel and H. Werner [1974]. 

In a recent paper, A. F. Pixley [a] and, independently, J. Hagemann 
and Ch. Herrmann [a] show that a local version of the property defined in 
this problem holds for every algebra of an equational class iff the equational 
class is arithmetical (i.e., the algebras are congruence distributive and 
permutable). 

Problem 7. The best result is W. A. Lampe [1972 a] showing that such 
an algebra always exists if ~ is a group and ~ is an algebraic lattice with 
more than one element, solving the independence problem of automor­
phism groups and congruence lattices. The proof in Appendix 7 contains 
this result. Other independence results are discussed in §56. 

For some partial results on the general case, see P. Burmeister [1971 a] 
and W. A. Lampe [1969]. 

Problem 9. W. A. Lampe [1969] has some necessary and also some 
sufficient conditions for the case of 3-element chain as a congruence lattice. 

The related question: which monoids are endomorphism semigroups of 
algebras with a two-element subalgebra lattice, is settled in M. Gould and 
C. R. Platt [1971]. The characterization is the dual of the result in G. 
Gratzer [7]. Then they prove that such monoids can be paired with an 
arbitrary algebraic lattice as a subalgebra lattice. The corresponding result 
for congruence lattices is not known. 

Problem 10. For a set of algebras K, the problem is solved by C. R. Platt 
[1971]. The conditions closely correspond to the one-object case. Platt also 
shows that these conditions are not sufficient for a class K; see C. R. Platt 
[1971 b]. 
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Problem 12. Solved independently by P. Burmeister [1971], J. S. 
Johnson [1971], and A. Pasini [1971 a]. The condition is: ~l is algebraic 
and ~2 is isomorphic to a principal ideal of ~l' 

Problem 13. Lo = Ll has recently been proved in P. Pudlak and J. TUma 
[a]. L2=La was proved in J. Berman [1971). P. Pudlak and J. Tiima 
[1976] found a large class of finite lattices contained in La. It is interesting 
to note that their condition (P) is equivalent to condition (Ty) of H. 
Gaskill, G. Gratzer, and C. R. Platt [1975] as shown in A. Day [b]. 

In P. P. Palfy and P. Pudlak [a], it is shown that Lo = La iff every finite 
lattice is isomorphic to an interval in the subgroup lattice of some finite 
group. 

Problem 14. An affirmative solution is given in J. Slominski [1968], 
G. H. Wenzel [1970], and G. GratzerandH. Wenzel [1]. See also!. Fleischer 
[1975]. 

Problem 15. Nothing is known about the first question. ~(~) is charac­
terized as a complete lattice in Appendix 7; see also G. Gratzer and 
W. A. Lampe [1971/1972] and E. Nelson [1974 b]. 

Problem 16. T. P. Whaley [1969 a] points out that (fF(~) is not a 
subsemigroup and characterizes the pair <(f(~), (fs(~». 

Problem 17. Two contributions to this problem were made by W. A. 
Lampe. In [a] he proved that every algebraic lattice with a compact unit 
element is isomorphic to the congruence lattice of an algebra with a single 
binary operation. In [1977], for any infinite cardinal n, he constructs an 
algebraic lattice L such that L is not isomorphic to the congruence lattice 
of an algebra with less than n operations. This was improved in W. Taylor 
[1977 a] and by R. Freese (independently) by constructing a modular 
lattice L with this property; in fact, L can be chosen to be the subspace 
lattice of an infinite dimensional vector space over any field of cardinality 
~n. 

Problem 18. For partial algebras this is solved in A. A. Iskander [1971]. 

Problem 19. This is reported as solved in Part II of L. SzabO [1978]. 

Problem 20. This problem was considered for semigroups in L. Babai 
and F. Pastijn [a]. For instance, they show that ifthe automorphism group 
of a semigroup S contains a transitive torsion subgroup, then S is a rec­
tangular band. For references to related papers by L. Babai and a discus­
sion of current unsolved problems concerning automorphisms and endo­
morphisms of algebras, graphs, semigroups, and so on, see L. Babai [d]. 

Problem 22. A partial solution is reported by P. Zlatos [a]. 

Problems 24 and 25. Partial solutions can be found in E. Nelson [1967]. 
See also H. Hoft [1972], [1974], A. Iwanik [1974]. For the semigroup 
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generated by H, S, and P, see D. Pigozzi [1972], S. D. Comer and J. S. 
Johnson [1972], and P. M. Neumann [1970]. 

Problems 26 and 27. C. R. Platt [1971 a] answers in the affirmative the 
first question both for direct and inverse limits. He also shows that if there 
are no arbitrarily large measurable cardinals, then the answer to the second 
question is in the negative both for direct and inverse limits. C. R. Platt 
[1974] constructs classes of lattices with the same properties. 

Problem 29. It is easily seen that K<u is an equational class iff m is 
subdirectly irreducible and is weakly projective (that is, mE H(m) and 
mE K implies that mE IS(m»; thus m is a subalgebra of 5'K(No). This is 
interesting for the case of finite lattices. If m is a finite lattice, then m is 
weakly projective iff m is projective iff m is a sublattice of a free lattice by 
a result of R. McKenzie [1972 a]. 

Problem 32. J. Jezek [1969] shows that IL(T)I ~ No iff the type T con­
sists of finitely many nullary and at most one unary operations. He also 
characterizes all such countable lattices. 

Various properties of the lattice L(T) are given in J. Jezek [1968 b], 
[1971 a], [1976 a] and Ju. K. Rebane [1967]. The most striking result is in 
J. Jezek [1976 a]: every algebraic lattice with countably many compact 
elements is isomorphic to an interval of some L(T). 

Problem 33. Solved independently by S. Burris [1971 b] and J. Jezek 
[1970]. See also A. D. Bol'bot [1970]. 

Problems 34 and 35. Solved in A. Tarski [1968] (this paper includes 
some joint work with T. C. Green). A. Tarski characterizes D(K) as a 
convex set of integers. For groups or rings, D(K) = [1) or [2). 

Problem 38. Solved in R. McKenzie [1975]. 

Problem 40. Solved independently by G. A. Fraser and A. Horn [1970] 
and Tah-kai Hu [1970]. 

Problem 41. S. Fajtlowicz pointed out that part (f3) is trivially false. 
(Example: pointed sets.) 

Problem 42. Let Pn denote the number of essentially n-ary polynomials 
of K. Then a simple combinatorial formula expresses en by the Pi> i~n 
and vice versa. This yields a necessary condition for the en: Pn (as expressed 
by the en) ~ 0; and reduces the problem of characterizing <en) to 
characterizing <Pn). 

A review of this problem up to 1969 is given in G. Gratzer [1970 a], see 
also item 5 of §71. 

A very interesting contribution has been made by A. Kisielewicz [a]. 
Verifying a conjecture of G. Gratzer and J. Plonka [1970 b] and [1973], 
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he proved that, with the exception of a few types of algebras (such as 
semilattices), for every idempotent algebra m there exists an integer m 
such that p,,(m) + 1 ~p" + 1 (m) for all n ~ m. 

Problem 44. A special kind of amalgamation property for L was found 
in R. Freese and B. Jonsson [1976]. Recently, quite a bit of work has been 
done on the equational class generated by L, see Appendix 3. 

Problem 45. A negative solution to this problem was given by R. 
McKenzie [1970]. 

Problem 46. This problem has just been solved in the affirmative in 
D. Pigozzi [c]. 

Problem 47. In the extremely special case when m and m are inde­
pendent, the answer is in the affirmative (R. A. Knoebel [1973]). The 
general case is still open. 

Problem 50. All pairs and some triples are characterized in G. H. Wenzel 
[1966] (see also G. H. Wenzel [3]). The six-tuple is characterized for finite 
free algebras in G. H. Wenzel [2]. 

Problem 52. Many papers give partial solutions. See, e.g., S. Fajtlowicz 
[1], [1969 a], and J. S. Johnson [1969]. 

Problem 53. This was solved in R. M. Vancko [1969] (see also R. M. 
Vancko [1972]) and, independently, in K. Tru61 [1969]. The former 
appears to be a much better solution. 

Problem 55. S. Fajtlowicz described in a letter to the author how to 
construct an algebra of finite type in which every nonempty subset is a 
weak basis, giving an affirmative answer to the first question raised in this 
problem and also answering the second question. 

Problem 56. It turns out that K is equivalent to the class of all R­
modules for some semiring R. This was proved by B. Csakany [1975], 
J. S. Johnson and E. G. Manes [1970], and R. M. Vancko [1974]. To get R­
modules for a ring R one needs some additional hypothesis, such as 
congruence modularity. 

Problem 58. For some related work, see A. F. Pixley [1974]. 

Problem 63. Answered in the affirmative in R. McKenzie [1975]. 

Problem 75. For a partial solution, see K. A. Baker and A. W. Hales 
[1974]. 

Problem 76. Such lattices are now called finite transferable lattices. 
H. Gaskill [1972] and H. Gaskill, G. Gratzer, and C. R. Platt [1975] led 
to the characterization of sharply transferable lattices. Some very recent 
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papers are: A. Day [b], G. Gratzer and C. R. Platt [a], G. Gratzer, C. R. 
Platt, and B. Sands [1977], C. R. Platt [1977]. These together with the 
older results, show that for a finite lattice the following are equivalent: 
transferability, sharp transferability, (Tv), projectivity, being a sublattice 
of a free lattice, (P), etc. 

Problem 86. Always, see F. Gecseg [1970]. 

Problem 101. Trivially, no. 



APPENDIX 3 

CONGRUENCE VARIETIES 
By Bjarni Jonsson 

§59. ALGEBRAS AND THEm CONGRUENCE LATTICES 

According to a theorem by G. Birkhoff and O. Frink (Theorem 10.2), 
the congruence relations on an arbitrary algebra 21 (with operations of 
finite rank) form an algebraic lattice (t(21). The converse of this theorem, 
due to G. Gratzer and E. T. Schmidt (Theorem 18.3), states that every 
algebraic lattice is isomorphic to the congruence lattice of some algebra. 
The significance ofthis result is obvious, for it shows that unless something 
more is known about the algebra 21, nothing can be said about its con­
gruence lattice that does not follow from the fact that it is algebraic. 
This, however, raises the question of what happens when additional con­
ditions are imposed on 21. The most obvious restriction would be to specify 
the similarity type of the algebra. The algebra in the proof of the Gratzer­
Schmidt theorem has a large number of operations, and we now know that 
this cannot be avoided; by a recent result ofW. A. Lampe [1977] no upper 
bound can be placed on the number of operations. A stronger version of 
Lampe's theorem, obtained independently by R. Freese and by W. Taylor, 
shows that this holds even when the lattice is assumed to be modular. 

Theorem 1 (R. Freese, W. A. Lampe, W. Taylor). For every similarity 
type T there exists a modular algebraic lattice L such that Lit (t(21) for any 
algebra 21 of type T. 

Thus the similarity type of an algebra does give some information about 
its congruence lattice, but our present knowledge of this subject is very 
limited. Some fragmentary results can be found in B. Jonsson [1972], 
Section 4.7. If we consider some of the most familiar classes of algebras, 
we have some information about the congruence lattices oftheir members. 
E.g., the congruence lattice of a group ~, or the lattice of all normal 
subgroups of~, is always modular. This is one of the major reasons for 
the importance of the notion of a modular lattice. G. Birkhoff showed that, 
more generally, if 21 is any algebra whose congruences permute, then (t(21) 
is modular, and in B. Jonsson [1953] it is shown that under the same 
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assumptions <r(2l) satisfies an identity that is stronger than the modular 
law, the so-called Arguesian identity. Since the geometric background of 
this identity will motivate some of our later arguments, we pause to recall 
the relevant geometric facts. 

The subspaces of a projective geometry form a complemented modular 
lattice that is algebraic and atomic, with the points being the atoms. The 
geometry is said to satisfy Desargues' Law if any two triangles that are 
centrally perspective are also axially perspective. M. P. Schlitzenberger 
[1945] first showed that this property can be expressed as a lattice identity. 
We shall describe here a slightly different, but equivalent, identity that 
can be found in B. Jonsson [1953]. Consider six lattice elements, aj, bj , 

(i=O, 1, 2), form the elements 

Co = (a1 V a2 ) 1\ (b1 V b2 ) 

and cyclically, and let 

The inclusion 

(ao V bo) 1\ (a1 V b1 ) 1\ (a2 V b2 ) ~ (a1 1\ (co' V a2 )) V b1 

is called the Arguesian identity, and a lattice in which this identity holds 
is said to be Arguesian. (Recall that any lattice inclusion is equivalent to 
a lattice identity, since u ~ v iff u V v=v.) It is easy to see that this identity 
implies Desargues' Law, for if at and b;, i=O, 1,2, are corresponding 
vertices of two triangles that are centrally perspective but not axially 
perspective, then Co, C1 and C2 are the meets of corresponding sides, and 
since, by hypothesis, these are not collinear, co' will be 0. Hence the right­
hand side of the inclusion will be b1> and the inclusion fails since the left­
hand side is the center of perspectivity. It is not hard to give a direct 
proof of the converse implication, but we shall not need it, and in any case, 
it will follow from the theorem that we are about to prove, together with 
the classical coordinatization theorem. We therefore return to the con­
gruence relations. 

Theorem 2 (B. Jonsson [1953]). If 2l is an algebra whose congruences 
permute, then <r(2l) is Arguesian. 

Proof. Suppose 0 j , <l>t E <r(2l) for i=O, 1,2, and let 'Yo=(01 V O2 ) 1\ 
(<1\ V <1>2) and cyclically, and 'Yo' = 'Yo 1\ ('Yl V'Y2). If (a, b) E 0 t V <1>; for 
i=O, 1,2, then there exist co, c1 , C2 with (a, ct) E 0 t and (cj , b) E <l>t. It 
follows that (C1> c2 ) E 'Yo and cyclically, therefore (C1> c2 ) E 'Yo'. We there­
fore have (a,c1)E 0 1 1\(02 v'YO'), hence, (a,b)E(011\(02v'YO'))V<I>l, 
showing that the Arguesian identity holds. 
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Incidentally, it is easily seen that the Arguesian identity does imply the 
modular law. 

Theorem 3 (B. J6nsson [1954]). Every Arguesian lattice is modular. 

We shall later need the fact that the Arguesian identity is equivalent 
to certain lattice implications. To bring out the motivation for these 
implications, we adopt a geometric terminology. We refer to an ordered 
triple a=(ao, all a2 ) oflattice elements as a triangle, and we say that two 
triangles a and b are centrally perspective if 

(ao V bo) 1\ (al V bl ) ;;;;; a2 V b2 , 

and we then call the left-hand side the center of perspectivity. Letting 

Co = (al V a 2 ) 1\ (b l V b2 ) 

and cyclically, we say that a and b are axially perspective if c2 ;;;;; Co V Cl. 

Theorem 4. For any modular lattice L, the following conditions are 
equivalent : 

(i) L is Arguesian. 
(ii) Any two triangles in L that are centrally perspective are also axially 

perspective. 
(iii) For any triangles a and b in L that are centrally perspective, if 

ao 1\ a l ;;;;; a2 and bo 1\ bl ;;;;; b2 , and if the center of perspectivity, p, satisfies the 
conditions 

a j V P = bj V P = a j V bj for i = 0,1,2, 

then a and b are axially perspective. 

The proof of this theorem, which is rather computational in nature, will 
not be given here. It was shown in B. Jonsson and G. S. Monk [1969] that 
(i) implies (ii), and in G. Gratzer, B. Jonsson and H. Lakser [1973] that 
(iii) implies (i). The third condition is clearly a special case of the second. 

It is a consequence of this theorem that the Arguesian identity is 
equivalent to its own dual. 

Corollary (B. J6nsson [1972 a]). The class of all Arguesian lattices is self 
dual. 

Lattices do not in general have permutable congruence relations, the 
simplest counter-example being a three-element chain. Nonetheless, the 
congruence lattice of a lattice is not only modular, but even distributive. 
We shall later prove a more general result, but it is instructive to look at 
this special case. 



§60. MAL'GEV GLASSES 351 

Theorem 5 (N. Funayama and T. Nakayama [1942]). For any lattice L, 
<r(L) is distributive. 

Proof. Suppose 0, <1>, 'Y E <r(L), and suppose 0" (<I> V 'f) identifies x 
and y. The problem is to show that (0" <1» V (0" 'Y) also identifies x and y. 
By the hypothesis, x0y and x=zO<l>Z1'YZ2 <1>Z3'Y· . ·Zn =y for some elements 
Zt E L. We need to replace the elements Zi by elements z/, all of which 
belong to the same 0-class. There are many ways in which this can be 
done, e.g., we can take z/ = (Zi" x) V (Zi" y) V (X" y). 

It is an open question whether every distributive algebraic lattice is 
isomorphic to the congruence lattice of some lattice. In general, there are 
very few classes of algebras for which we have a complete description of 
the congruence lattices. Three such classes are: Boolean algebras, general­
ized Boolean algebras, and distributive lattices (cf. B. Jonsson [1972], 
pp.2lO-211). 

§60. MAL'CEV CLASSES 

From the fact that the congruence lattice of a group is modular it 
follows that if an algebra Q{ is a group with respect to some of its poly­
nomial (or, more generally, algebraic) operations, then <r(Q{) is modular. 
Similarly, if Q{ is a lattice with respect to some of its polynomial operations, 
then <r(Q{) is distributive. These simple observations form the basis for the 
idea of a Mal'cev class of varieties. 

A variety V of algebras is said to be finitely based if there exists a finite 
set ~ of identities such that V is the class of all models of~. More generally, 
a class K of algebras, or a single algebra Q{, is said to be finitely based if the 
variety generated by K, or by Q{, is finitely based. A finitely based variety 
whose similarity type is finite is said to be finitely presented. Suppose now 
that m = < m i liE 1) and n = < nj I j E J) are two similarity types and P = 
<Pi liE 1) is a system of polynomial symbols in the language of n, with no 
variable other than X o, Xl> .•• , X m, -1 occurring in Pi. With any algebra 
Q{ = <A; {gj I j E J}) of the type n we can then associate an algebra Q{P = 
<A; {it liE 1}) of type m, where ii is the mi-ary operation on A that is 
induced by Pi. If U and V are varieties of type m and n, respectively, we 
say that P is a representation of U in V provided Q{P E U whenever 
Q{ E V. We say that U and V are (definitionally) equivalent if there exist a 
representation P of U in V and a representation q of V in U such that, 
(Q{P)q = Q{ for all Q{ E V and (\23 q )P =\23 for all \23 E U. Examples of equivalent 
varieties arise whenever we have different choices for the basic operations 
of the "same" variety. E.g., in defining groups one can start with the 
group multiplication, inverses, and the identity element, or with the 
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operation xy-l and the identity element, or even with the ternary opera­
tion xy - lZ and the identity element. Another familiar example is the 
equivalence of Boolean algebras and Boolean rings. We shall however be 
more concerned with the relation of representability. This relation is 
obviously reflexive and transitive, but it is not symmetric. If V s;; U, then 
U is representable in V, and if U is a reduct of V, then U is representable 
in V. If V is a finitely based variety, say with an equational basis 1:, and U 
is the reduct of V obtained by dropping all those operations that do not 
occur in 1:, then U is finitely presented, and U and V are each representable 
in the other (although they need not be equivalent). 

Consider a class $" of varieties . We say that $" is a strong Mal' cev class 
(is definable by a strong Mal' cev condition) if there exists a finitely presented 
variety U such that $" is precisely the class of those varieties in which U 
has a representation. We say that $" is a Mal'cev class (is definable by a 
Mal' cev condition) if $" is the union of a non-decreasing sequence of strong 
Mal'cev classes. Equivalently, $" is a Mal'cev class iff there exist finitely 
presented varieties Ui' i = 0, 1, .. " such that Ui+ 1 has a representation 
in Ui for each i E w, and $" is precisely the class of those varieties in which 
some Ui has a representation. Finally, we say that $" is a weak Mal'cev 
class if it is the intersection of countably many Mal'cev classes. 

According to Theorem 26.4, the class of all varieties "Y whose algebras 
have permutable congruences is a strong Mal'cev class. Here we can take 
U to be the class of all algebras m= <A; f) withf a ternary operation such 
that, for all a, b, c E A, 

f(a, b, b) = a and f(a, a, b) = b. 

Historically, this was the first example of a strong Mal'cev class. The 
second one, varieties with permutable and distributive congruences, can 
be found in A. F. Pixley [1963]. The first two examples of Mal'cev classes 
that are not strong Mal'cev classes are congruence distributive varieties in 
B. Jonsson [1967] and congruence modular varieties in A. Day [1969]. The 
phrase "Mal'cev-type condition" is first used in G. Gratzer [1970], and 
since then the examples of such classes have proliferated. General studies 
of Mal'cev classes can be found in R. Wille [1970], A. F. Pixley [1972 b], 
W. Taylor [1973], W. D. Neumann [1974] and J. T. Baldwin and J. Berman 
[a]. The classes treated in the next three theorems have been chosen because 
they will be needed in the next section. 

An algebra m is said to have n-permutable congruences if, for all 0, 
<I> E <r(m), 

o y <I> = 00 <I> 0 00 <1> ... (n factors) 

or, equivalently, if 

00<1>000<1> ... s;; <1>00 0 <1>00 ... , 
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where the number of factors on each side is n. Thus 2-permutable means 
the same as permutable. The obvious generalization of Mal'cev's theorem 
to varieties with n-permutable congruences yields polynomials in n + 1 
variables, but one can get by with just three. 

Theorem 1 (J. Hagemann and A. Mitschke [1973]). For any variety V 
of algebras and any integer n> 1, the following conditions are equivalent: 

(i) Every Qt E V has n-permutable congruences. 
(ii) I:h(n+ 1) has n-permutable congruences. 

(iii) There exist ternary polynomials Po, Pl' ... , Pn such that the identities 

Po(x, y, z) = x, Pn(x, y, z) = z, 
PI(X, x, z) = PI+l(X, z, z) (i < n) 

hold in V. 

Proof. For notational convenience we assume that n is even, say n=2m. 
The alternative case can be treated similarly. 

Assume (ii), and let the generators of I:h(n+ 1) be ao, a l , ... , an. Let 

o = V 0(a21 , a21 + l ), 
i<m 

Then 

11> = V o (a2t+ V a 21 + 2 )· 
i<m 

a00all1>a20a311>···0an_1I1>an· 

Hence there exist elements bi (i;;;:;n) such that 

ao = bol1>b10b2I1>b30·· ·l1>bn_10bn = an. 

(1) 

(2) 

Each bi is of the form bi = qi(aO' a l , ... , an) for some polynomial ql. For i 
even, 

Since 11> identifies a2j + 1 with a2f+ 2' it follows that 11> identifies 
ql(ao, av a l , a3, a3,· .. ) with qi+l(aO, av av a3, a3, ... ). But this implies 
that these two elements must be equal, for the restriction of 11> to the 
subalgebra generated by ao and the elements a2j + l (j<m) is trivial. 
Consequently, the identities 

with i even hold in V. Similarly, for i odd, 

holds. We now let Po (x, y, z) =X and Pn(x, y, z)=z, and for O<i <n, 

Pi(X, y, z) = qi(X, x, ... , x, y, z, z, ... , z) 
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with x occurring i times and z n-i times, and the identities in (iii) are 
easily seen to hold. 

Now suppose (iii) holds, and suppose Qt E V, 0, <I> E G:(Qt), and (1) holds. 
Letting bo=ao, bn=an and bl=PI(al_ v at> al+ l ) for O<i<n, one easily 
checks that (2) holds. E.g., if 0 < i < nand i is even, then 

bl = PI(al _v ai' al+l)<I>PI(al, ai' al+ l ) 
= PI+I(al , al+ V al+I)<I>pI+I(al, al+V al +2) = bl+ l ' 

Thus (i) holds. Since (ii) is a special case of (i), the theorem follows. 

Theorem 2 (B. Jonsson [1967]). For any variety V of algebras, the following 
conditions are equivalent: 

(i) V is congruence distributive. 
(ii) 'iYv(3) is congruence distributive. 

(iii) For any Qt E V and any a, b, c E A, 

<a, c) E (0(a, b) 1\ 0(a, c)) V (0(b, c) 1\ 0(a, c)). 

(iv) For some integer n ~ 1, there exist ternary polynomials Po, PI' .. " Pn 
such that for i=O, 1, .. " n-1 the identities 

Po(x, y, z) = x, Pn(x, y, z) = z, PI (x, y, x) = x, 
PI(X, x, z) = PI+1(X, x, z) for i < n, i even, 
PI(X, z, z) = PI +1 (x, z, z) for i < n, i odd 

hold in V. 

Proof. Obviously (i) implies (ii). If (ii) holds, then every member of V 
that is generated by a three-element set must be congruence distributive, 
and from this (iii) easily follows. Assuming (iii), take Qt='iYv(3), with a, b 
and c the free generators. Let 0 = 0(a, c), <I> = 0(a, b), 'I" = 0(b, c). Then 
there exist finitely many elements do, dv .. " dn, all in the same 0·class, 
such that 

a = do<l>dl 'l"d2 <1>·· ·dn = c. 

Each dl is of the form dl=PI(a, b, c) for some ternary polynomial PI' It is 
now a simple matter to show that the equations in (iv) are satisfied for 
x=a, y=b, z=c. E.g., for i even, PI(a, b, c)<I>PI+1(a, b, c) and a<l>b, hence 
PI(a, a, C)<I>pI+I(a, a, c). Since the restriction of <I> to the subalgebra 
generated by a and c is trivial, this yields PI(a, a, C)=PI+I(a, a, c). 

Now assume that (iv) holds. Consider any Qt E V and 0, <1>, 'I" E G:(Qt), 
and let O!k = <I> 0 'I" 0 <I> 0 '1" ... (k factors). Then 0 1\ (<I> V '1") is the union of 
the relations 0 fl O!k' k= 1,2, .. " and to prove the distributivity of G:(Qt) 
it therefore suffices to show that 0 fl <Xk S (01\ <1» V (01\ '1"). For k = 1 this 
is obvious, so we assume that the inclusion holds for a given value of k, 
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and show that the formula also holds with k replaced by k+ 1. Now 
IXk+l =IXk 0 f3 where f3 is either <I> or 'Y, and we claim that 

o () IXk + 1 ~ (0 () IXk - 1) 0 (0 () IXk) 0 (0 () f3) 0 (0 () f3 - 1) 0 (0 () IXk - I) ... 

(1) 

with 2n factors on the right. In fact, assume that a0c and aIXkbf3C. Let 
dj=p;(a, b, c). Then a=do, c=d,. and, for i=O, 1,···, n, 

di = Pi(a, b, c)0pj(a, b, a) = a, 
pj(a, a, c)0pj(a, a, a) = a, 

so that all the elements di and also pj(a, a, c) belong to the same 0-class. 
For i even, 

d j = Pi(a, b, C)IX;;lpi(a, a, c) = PI+I(a, a, C)IXkPI+I(a, b, c) = di+1, 

consequently 

d j (0 () IX;;I)pi(a, a, c)(0 () IXk)dj+1. 

A similar argument shows that if i is odd, then 

Hence (1) follows. 
The analogue of this result for the modular case is due to A. Day. We 

present it here without proof. 

Theorem 3 (A. Day [1969]). For any variety V of algebras, the following 
conditions are equivalent: 

(i) V is congruence modular. 
(ii) lJv(4) is congruence modular. 

(iii) For any ~ E V and a, b, c, dE A, 

<a, d) E 0(b, c) V (0(a, d) V 0(b, c)) A (0(a, b) V 0(c, d)). 

(iv) For some integer n ~ 1 there exist polynomials Po, PI' ... ,p,. in four 
variables such that for i=O, 1, ... , n-l the following identities hold in V: 

Po (x, y, z, u) = x, p,.(x, y, z, u) = u, Pi(X, y, y, x) = x, 
pj(x, y, y, u) = PI+I(X, y, y, u) for i odd. 
pj(x, x, u, u) = PI+I(X, x, u, u) for i even. 

We consider some examples. 

Example 1. Quasigroups are algebras <G; ., /, \) with three binary 
operations, satisfying the identities 

(X/y)y = x, 
x(x\y) = y, 

(xy)/y = x, 
x\(xy) = y. 
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Quasigroups have permutable congruences: take p(x, y, z) = (x/(y\y»)(y\z). 

Example 2 (A. Mitschke [1971], J. Hagemann aM A. Mitschke [1973]). 
Implication algebras are groupoids <G; ~ > satisfying the identities 

(x~y)~x = x, (x~y)~y= (y~x)~x, 

x~(y~z) = y~(x~z). 

Implication algebras have 3-permutable congruences: Take PI (x, y, z)= 
(z ~ y) ~ x, P2(X, y, z) = (x ~ y) ~ z. From the 3-permutability it follows 
that the congruence lattices are modular, but they are in fact distributive: 
apply Theorem 2 with n=3 and 

PI(X, y, z) = (y~ (z ~ x» ~ x, P2(X, y, z) = (x ~ y) ~ z. 

Example 3 (J. Hagemann aM A. Mitschke [1973]). A right complemented 
semigroup is an algebra <A; " * > with two binary operations, satisfying 
the identities 

(x·y) u = y * (x u), x·(y * y) = x. 

Right complemented semigroups have 3-permutable congruences; Theorem 
1 applies with n=3. 

Example 4. A median algebra is an algebra <A; m> with a ternary 
operation m that satisfies the identities 

m(x, x, y) = m(x, y, x) = m(y, x, x) = x. 

Median algebras have distributive congruences; Theorem 2 applies with 
n = 2 and Pl (x, y, z) = m(x, y, z). 

Example 5. Lattices have distributive congruences. This was proved 
directly in Theorem 59.5, but it also follows from Theorem 2 by taking 
n = 2, and taking PI to be the median polynomial, 

PI (x, y, z) = ((x A y) V (y A z» V (z A x). 

Example 6 (E. Fried [1970] aM H. L. Skala [1971]). A weakly associ­
ative lattice, or a trellis, is an algebra <A; A, V> with two binary opera­
tions, that satisfies the identities 

x A Y = Y A x, x A (x V y) = x, ((x A z) V (y A z» V z = z 

and their duals. Weakly associative lattices have distributive congruences; 
the same polynomial works here as in the preceding example. 

Example 7 (K. A. Baker [b], [c], K. Fichtner [1972], A. Mitschke [1971], 
D. Kelly [1973]). For n> 1, let d" be the condition that there exist ternary 
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polynomials Po, Pl' .. " Pn satisfying the identities in Theorem 2(v). 
Median algebras satisfya2 , and hence so do lattices and, more generally, 
weakly associative lattices. Implication algebras satisfy aa but not a 2 

(A. Mitschke). In a nontrivial lattice L, takef(x,y,z)=XI\(yvz). Then 
the variety generated by <L; f) satisfies a 4 but not aa (K. A. Baker). For 
n > 4, there are no known natural examples of varieties that satisfy an but 
not a n- l . However, we can use the identities in Theorem 2(iv) to define a 
variety V n' taking the polynomials PI to be basic operations, and it turns 
out (K. Fichtner, D. Kelly) that Vn does not satisfy a n- l . Similarly, the 
conditions in Theorem 3(iv) become weaker as n grows larger, and (n+ 1)­
permutability does not imply n-permutability. 

The next two theorems characterize strong Mal'cev classes and Mal'cev 
classes, respectively. First, a definition is needed. By the nonindexed 
product <8) (~II i E I) of a system of algebras ~ (i E I) we mean the algebra 
whose universe is the Cartesian product of the sets AI, and which has an 
n-ary operation f corresponding to each sequence of n-ary polynomials 
<PI I i E I), where f is defined by 

f(ao, al> ... Hi) = PI(ao(i), al(i), ... ). 

By the nonindexed product <8) (VI liE I) of a system of varieties VI we mean 
the variety generated by the algebras <8) (~ liE I) with ~I E VI' It is clear 
that the product W = <8) (VI liE I) has a representation in each factor VI' 
In fact, the operation symbolsfk (k E K) in Ware associated with systems 
of polynomials <Pk.d i E I), and we represent W by the system <Pk.d k E K). 

The nonindexed product of two algebras ~' and ~" is written ~'®~", 
and the product of two varieties V' and V", V'® V". The following 
statements are easily verified: 

If ~=~'@~", then the subalgebras of ~ are precisely the algebras 
~'®~" with~' a subalgebra of~' and~" a subalgebra of ~". 

If ~=~'@~", then the congruence relations on ~ are precisely the 
relations 0' x 0" with 0' E ([(~') and 0" E ([(~") (where <a', a")(0' x 0") 
<b', b") means that a' 0'b' and a" 0"b"). 

For two varieties V' and V", ~ E V' ® V" iff ~ ~ ~' ®~" for some ~' E V' 
and~" E V". 

These statements can of course be extended to products with an 
arbitrary finite number of factors, but the corresponding statements for 
infinite products are false. 

Theorem 4 (W. Taylor [1973], W. D. Neumann [1974]). A class f of 
varieties is a strong Mal' cev class iff the following conditions hold: 

(i) Every variety in which some member of f has a representation belongs 
tof. 
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(ii) The nonindexed product of countably many members of .Yt always 
belongs to .Yt. 

(iii) Every member of.Yt is contained in a finitely based variety that also 
belongs to .Yt. 

Proof. These conditions are obviously necessary. Assuming that (i)-(iii) 
hold, let W be the nonindexed product of all the finitely presented members 
of .Yt. (Apart from the indexing, there are only countably many finitely 
presented varieties.) Then WE.Yt, and hence there exists a finitely based 
variety W' E .Yt with W s W'. There exists a finitely presented variety U 
such that U and W' are representable in each other. Therefore U E.Yt, 
and U is representable in W, hence in all the finitely based members of.Yt, 
and therefore by (iii) in every member of .Yt. Conversely, by (i) every 
variety in which U can be represented belongs to .Yt. Therefore .Yt is a 
strong Mal' cev class. 

Theorem 5 (W. Taylor [1973], W. D. Neumann [1974]). A class .Yt of 
varieties is a Mal'cev class iff the following conditions hold: 

(i) Every variety in which some member of.Yt has a representation belongs 
to .Yt. 

(ii) The nonindexed product of two members of.Yt always belongs to .Yt. 
(iii) Every member of .Yt is contained in a finitely based variety that also 

belongs to .Yt. 

Proof. Since every Mal' cev class is the union of a chain of strong 
Mal'cev classes, the necessity of (i)-(iii) follows from the preceding 
theorem. Assuming (i)-(iii), arrange the finitely presented members of .Yt 
into a sequence Yo, Vv V2 ,···. Let Uo= Vo and, assuming that Uk E.Yt 
has been chosen and is finitely presented, choose a finitely based variety 
U~ + 1 E .Yt with U k® V Ie + 1 S U~ + 1, and choose a finitely presented variety 
Uk+1 such that Uk+1 and U~+l are representable in each other. Then 
Uk + 1 is representable in Uk for each k E w, and it is easy to see that .Yt is 
precisely the class of those varieties in which some Uk is representable. 
Hence .Yt is a Mal'cev class. 

We have seen three examples of properties of the congruence lattices 
of algebras that give rise to Mal'cev classes of varieties. These conditions 
involve the lattice operations in the congruence lattice and the relative 
multiplication. Since the relative product of two congruence relations is 
not in general a congruence relation, it is useful in the general study of 
such phenomena to replace the congruence lattice ~(Ql) by the larger 
structure !R(Ql)= <R(Ql); 1\, ., -1, C) where R(Ql) is the set of all reflexive 



§60. MAL'OEV OLASSES 359 

binary relations on A that are compatible with the operations of~, A is 
set intersection, . denotes relative products, 0 -1 is the inverse of 0, and 
O( 0) is the transitive closure of 0; ;;;; will denote s;. If V is a variety of 
algebras, we let 9t( V) be the class of all 9t(~) with ~ E V. Observe that if 
o E R(~), then 0(0· 0- 1) is the congruence relation generated by 0. 
Hence, if 0 and «I> are congruence relations on ~, then 0 V «I> = O( 0· «1» 
Observe also that 

Theorem 6 (A. F. Pixley [1972 b] and R. Wille [1970]). Suppose e is an 
implication 

/\ ql ;;;; r l => q ;;;; r 
I<m 

where ql' rl , q and r are polynomials in A, " -1 and 0, and let .7(" be the 
class of all varieties V such that 9t( V) F e. Then 

(i) .Y(" satisfies Oonditions (i) and (ii) of Theorem 5. 
(ii) If 0 does not occur in ql and rto then .7(" is a weak Mal'cev class. 

(iii) If 0 does not occur in ql' rl and q, then .7(" is a Mal'cev class. 

Proof. Suppose U E.7(", and suppose there exists a representation p of 
U in V. Then, for any ~ E V, ~p belongs to U, hence 9t(~P) Fe. Since 9t(~) 
is a substructure of 9t(~P), it follows that 9t(~) F e. The class .Y(" therefore 
satisfies Condition (i) of Theorem 5. 

Suppose V = V'0 V", V', V" E.7(". For any ~ E V we then have ~~ 
~'0~" with ~' E V' and ~" E V", and it follows that 9t(~) ~ 9t(~') x 9t(~"). 
Since e holds in 9t(~') and 9t(~"), we infer that it also holds in 9t(~). Thus 
.7(" satisfies Condition (ii) of Theorem 5. 

We next prove (iii). For k E w let rk be the polynomial obtained from r 
by replacing 0 by the operation Ok' where Ok(0)= 00 00'" 0 0 with k 
factors. In particular, 00(0)=w. It is clear that if xo, Xl'···' X,,_l are the 
variables that occur in e, then r( 00' 0 1, .. " 0" -1) is the union of the 
relations rk( 00' 0 1, .. " 0" -1) for k E w. Let ek be the formula obtained 
from e by replacing r by rk. 

Suppose V is a variety such that 9t( V) F e, and let W be the class of all 
structures ~'=(~, 00' 0 1, ... ,0"-1' a, b) such that ~ is an algebra of 
the similarity type of V, 00' 0 1, .. " 0"-1 E R(~), and a, b EA. For each 
k E w there exists a first order formula ek' in the language of W such that 
for any structure ~' E W, ~' F ek' iff qi( 0) ;;;;ri( 0) for i < m, (a, b) E q(0) 
and (a, b) ¢rk(0), where 0=(00,01, ... ,0,,_1)' From this it is clear 
that one ofthe formulas ek must hold in 9t( V), for we could otherwise find 
for each k E w an algebra ~k E V such that one of the associated structures 
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~k' satisfies Sk', and by the compactness theorem we could therefore find 
~ E V such that one of the associated structures~' satisfies all the formulas 
Sk', contrary to the fact that S holds in 9t(~). Thus Condition (iii) of 
Theorem 5 is also satisfied, and $' is a Mal'cev class. 

Finally, under the hypothesis of (ii), let qk be the polynomial obtained 
from q by replacing the operation ° everywhere by Ok' Then S holds in 
9t(~) iff, for each k E cu, the formula obtained from it by replacing q by 
qk holds. Applying (iii) to each of these formulas, we conclude that $' is a 
weak Mal'cev class. 

There obviously should be a fourth part to Theorem 6, stating that under 
certain conditions $' is a strong Mal'cev class. However, no general result 
of this type is known, and in particular, we do not know whether $' is 
necessarily a strong Mal'cev class whenever ° does not occur in s. 

In Part (ii), the antecedent of S is not allowed to contain the symbol 0, 
but we are nevertheless able to formulate conditions of the form "if 
0 0 , 01> ... are congruence relations, then ... ," for 0, is a congruence 
relation iff 0,0 0,-1= 0,. Thus the class of varieties whose congruence 
lattices satisfy some given identity is always a weak Mal'cev class. It is 
not known whether it is always a Mal'cev class. If the antecedent of S 

contains 0, then we do not even know whether $' is a weak Mal'cev class. 
An interesting example would be the semi-distributive law 

x V y = x V Z -? X V Y = x V (y 1\ z). 

The dual of this law 

x 1\ y = x 1\ z -? X 1\ Y = x 1\ (y V z), 

does yield a weak Mal' cev class. 

§61. CONGRUENCE VARIETIES 

With any variety V of algebras we associate the lattice variety Con( V) 
generated by the class of all congruence lattices cr(~) of the algebras 
~ E V. We shall here be primarily concerned with the question, which 
varieties K of lattices are equal to Con( V) for some variety V of algebras. 
We call such varieties K congruence varieties, and, more specifically, we 
call Con( V) the congruence variety of V. Most of the known results are of a 
negative nature, in that they show that certain varieties of lattices are not 
congruence varieties. In order to facilitate the discussion of this phe­
nomenon we introduce a new consequence relation: If r is a set of lattice 
identities and s is a lattice identity, r Fe S will mean that, for every variety 
V of algebras, Con( V) F r implies Con( V) F s. The distributive, modular 
and Arguesian identities will be abbreviated dist, mod, and arg, respectively. 
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One can classify lattice inclusions according to the complexity of the 
polynomials involved. Assign to each polynomial a weight, ° for variables, 
1 for joins and meets of variables, 2 for joins of meets of variables and 
meets of joins of variables, etc., and call p ~ q an (m, n)-inclusion if p has 
weight m and q has weight n. E.g., the distributive law, x 1\ (y V z) ~ 
(x 1\ y) V (x 1\ z), is a (2,2)-inclusion, the modular law, x 1\ ((x 1\ y) V z) ~ 
(x 1\ y) V (x 1\ z), is a (3, 2)-inclusion, and the Arguesian law is a (2, 5)­
inclusion. We can now state one of the major results to be established in 
this section, although its proof will require some preliminaries. 

Theorem 1. If e is a nontrivial (3, 3)-inclusion, then e Fe mod. 

It was first discovered by J. B. Nation that e Fe mod does not imply 
e F mod. In fact, he showed in J. B. Nation [1974] that if e is a nontrivial 
inclusion of the form 

ao 1\ W ~ V ao 1\ al 
l;:i;l;:i;n 

where the polynomials al are joins of variables, then e Fe mod. Other 
inclusions with the same property can be found in A. Day [1973 a] and 
[1975], B. Jonsson [1976 a] and P. Mederly [1975]. A. Day [a] considers 
inclusions of the form 

16n (XI V y) ~ l~n ((y/ V x) 1\ lfJ.m (x;' V y)) 

where x is the join of all the variables Xi while x;' is the join of the variables 
X k with k=l=i, and y and y/ are defined similarly. (These inclusions arise 
naturally as the conjugate equations of certain splitting lattices.) Finally, 
R. Freese and J. B. Nation [1977] shows that if e is a nontrivial (3,3)­
inclusion, then e F om,n for some m and n; by A. Day, om,n Fe mod, thereby 
obtaining the above theorem. The reduction of the general theorem to the 
special case makes use of Day's technique of splitting an interval or a 
quotient. If I =ujv is an interval in a lattice L, we form a new lattice L[I] 
by replacing each member a of ujv by the two ordered pairs (a, 0) and 
(a, I). The inclusion relation in L[I] is defined in an obvious manner: for 
a, bEL-I, c, dE I and i, j=O, 1, 

a ~ b in L[I] iff a ~ b in L, 
a ~ (d,j) iff a ~ d, 
(c, i) ~ b iff c ~ b, 
(c, i) ~ (d,j) iff c < d or c = d and i ~ j. 

It is a routine matter to check that L[I] is a lattice, and that there is a 
homomorphism of L[I] onto L that maps each member of L-I onto itself 
and maps (c, i) onto c for c E I. If I consists of a single element, i.e., if 
u=v, we write L[u] for L[I]. 
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Lemma 1 (R. Freese and J. B. Nation [1977]). Any nontrivial (3, 3)­
inclusion fails in D[ a] for some finite distributive lattice D and some a ED. 

Proof. The given inclusion, TT~U, may be assumed to have the form 

where each TTi,i is a meet of variables and each UT,. is a join of variables. 
We may assume that the inclusion holds in every distributive lattice, for 
otherwise it fails in every nontrivial lattice, and D may be taken to be a 
one-element lattice. Let X be the set of all variables that occur in the 
inclusion. We identify the polynomials in X with the members of the free 
lattice F L(X), and for ,\ E F L(X) we let X be the image of ,\ under the 
canonical homomorphism of F LfX) onto F D(X). Let 0 be the smallest 
congruence relation on FD(X) that identifies fT and ii, and let D= 
FD(X)/0. Finally, letfbethe canonical homomorphism of FL(X) onto D, 
and let a = TTf = ufo 

Let g be the homomorphism of FL(X) into D[a] that takes an element 
x E X into <a, 1) if xf = a, but into xf otherwise. Observe that f = gk, where 
k is the obvious homomorphism of D[a] onto D. The proof of the lemma 
will be completed by showing that 

au ~ <a,O) < <a, I) ~ TTg. 

We need some simple facts from lattice theory: Since F D(X) is distribu­
tive, the principal congruence 0 = 0(ii, fT) is characterized by the condition 
that, for all u, v E F D(X), 

u0v iff u V ii = v V ii and u A fT = v A fT. 

In particular, the 0-class containing ii and fT is precisely the quotient ii/fT. 

For i E I and r E R let 

UT = /\ UT,.· 

seST 

We want to show that TTig> <a, I) or, in other words, that 0 does not 
identify fTl and fT. Since fTl~fT, this is equivalent to the assertion that 
7i'1~ii. Certainly TTI~U, and hence for some jEJI, TTI,j~U, From this it 
follows that TTl,i ~ UT for all r E R. For each r E R we can therefore choose 
rrp EST such that TTl,i ~ UT,T", or, in other words, such that TTl,i and UT,T", have 
no variable in common. Now 

ii = /\ V iir,TI/I 
l/IeF TeB 

where F is the Cartesian product of the sets S" and we clearly have 

fTl,i ~ V iir,T"" 
reB 
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so that 'lTt.,$a, hence 'lTt~a as was to be shown. We thus have 7ftg= 
7fd> <a, 1) for all i E I, hence 'lTg~ <a, 1). Similarly, ag ~ <a, 0), and the 
proof is complete. 

By a critical quotient in a subdirectly irreducible lattice S we mean a 
nontrivial quotient that is collapsed by every nontrivial congruence rela­
tion on S. A quotient u/v in any lattice is said to be prime (or atomic) if u 
covers v. 

Lemma 2 (R. McKenzie [1972 a]). Supp08e S i8 a sUbdirectly irreducible 
lattice, u/v i8 a critical prime quotient in S, and f i8 a homomorphi8m of 
F L(X) onto S. For any p, q E F L(X), the lattice inclusion p ~ q fails in S 
iff there exi8t r, 8 E F L(X) 8uch that p ~ q 1= r ~ 8, rf=u and 8f=v. 

Proof. If p ~ q holds in S, and iff takes r to u and 8 to v, then we cannot 
have p~q 1= r~8, for r~8 fails in S. Conversely, suppose p~q fails in S. 
Let V be the variety of all lattices that satisfy p~q, and let l' be the 
canonical homomorphism of F L(X) onto F v(X), the V-free lattice 
generated by X. If 0 and 0' are the kernels of f and 1', then 0'$ 0, 
because S ¢ V. Therefore, if g and g' are the canonical homomorphisms of 
Sand Fv(X) onto FL(X)/0 V 0', then g identifies u and v. Taking any 
elements r, 8 E F L(X) with rf = u and 8f = v, we therefore have r( 0 V 0')8. 
Thusthereexistr=to, tv"" tn=8 in FL(X) such that fori=O, 1"", n-1 
we have alternatinglytt0tt+1 and tt0'tt+1' We can choose r and 8 with r~8, 
and the elements ti can then be so chosen that to ~ t1 ~ ... ~ tn. Since u 
covers v, there must exist i < n with td = u and tt +1f = v. For this value of i 
we do not have tt0tt+1 and must therefore have tt0'tt+v i.e., p~q 1= tt~ 

tt + l' With an obvious change in notation, this is the desired conclusion. 

An element a of a lattice L is said to be join-reducible if a is the join of 
two smaller elements, and a is said to be meet-reducible if a is the meet of 
two larger elements. If a is both join-reducible and meet-reducible, then 
it is said to be doubly reducible. An element that is not join-reducible is 
said to be join-irreducible, and an element that is not meet-reducible is 
said to be meet-irreducible. We say that a is join-prime if a ~ b V c always 
implies that a ~ b or a ~ c, and we say that a is meet-prime if a ~ b /\ c always 
implies that a ~ b or a ~ c. In a distributive lattice, join-prime is equivalent 
to join-irreducible, and meet-prime is equivalent to meet-irreducible. 

Lemma 3 (A. Day [a]). Let a be a doubly reducible element of a finite 
Boolean algebra B, and let B have m atom8 that are not contained in a and n 
atom8 that are contained in a. If p ~ q i8 any lattice inclusion that fails in 
B[a], then p~q 1= 8m•n. 
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Proof. Let X = {Xv x2, .. " Xm, Yv Y2' .. " Yn}, and let f be a homomor­
phism of F L(X) onto B[ a] that maps Y1' Y2' ... , Yn onto the atoms con­
tained in a and Xv X2' .. " Xm onto the remaining atoms. Let x, y, xt' and 
Y/ have the same meaning as in am,n, and let 7T and (1 be the left and right 
sides of am,n' 

It is not hard to show that B[a] is subdirectly irreducible, with <a, 1)/ 
<a,O) a critical prime quotient, and Lemma 2 therefore applies. Thus 
there exist r, s E FL(X) withp~q 1= r~s, rf=<a, I) andsf=<a, 0). Clearly 
7Tf=<a, I) and (1f=<a, 0). We claim that 7T and (1 are, respectively, the 
smallest member of F L(X) that is mapped onto <a, I) and the largest 
member that is mapped onto <a, 0). This will yield 7T~r and S~(1, hence 
p~q 1= 7T~(1. 

Let g be the obvious homomorphism of B[u] onto B. We claim that for 
u E B the set u(fg)-l has a smallest element a(u) and a largest element 
f1(u). We first look at the atoms bl=xd=xdg and cj=yJi=yJig. For any 
z E FL(X) we have either Xj~Z or z~xt' vy. This is obvious if Z E X, and 
the set of elements Z with this property is easily seen to form a sublattice 
of F L(X). It follows that if Z < XI' then Z ~ XI" (xt' V Y), and therefore 
zfg=O. Therefore a(b j ) =XI' Similarly, a(cj) =Yi' and for the coatoms bt' 
and c/ we have f1(b/} =xt' vy and f1(c/) =y/ V x. The functions a and f1 are 
then extended to all of B in such a way that a preserves joins and f1 
preserves meets. Clearly a(u)~7T whenever u>a, and since <a, I) is join 
prime, it follows that the meet of the elements a(u) with u>a is the 
smallest element of F L(X) that is mapped to <a, I) by f. But this meet is 
precisely 7T. Similarly, (1 is the largest element of F L(X) that is mapped to 
<a, 0) by f. 

Remark. In R. McKenzie [1972 a], a lattice homomorphismf: L1 -+ L2 
is said to be bounded if, for each u E L2, the set of all v E L1 with vf ~ u is 
either empty or else has a largest element, and if the dual condition also 
holds. Our proofs would be better motivated if they were preceded by a 
systematic study of bounded homomorphisms, but this would require more 
space than could be justified by the limited use made of this concept here. 
For a more complete account we refer the reader to R. McKenzie [1972 a] 
and A. Day [a]. 

Corollary (R. Freese and J. B. Nation [1977]). If e is a nontrivial (3, 3)­
inclusion, then e 1= am,n for some m and n. 

Proof. By Lemma 1, e fails in D[a] for some finite distributive lattice D 
and some a E D. We can embed D in a finite Boolean algebra B in such a 
way that a is doubly reducible in B, and the conclusion then follows from 
Lemma 3. 
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Proof of Theorem 1. By Corollary 2, e implies om.n for some positive 
integers m and n. Suppose V is a variety of algebras whose congruence 
variety satisfies e, and hence om.n. Call the left-hand side of om.n 7T and the 
right-hand side u, and let X ={Xl' x2, .. " Xm, Yl' Y2' .. " Yn}. Consider a 
V-free algebra 5'(T) where T={8, t, ui • j 11 ~i~m, 1 ~j~n+l}, and so 
define the homomorphism h of F L(X) to 1r(5'(T)) 

xth = 0(8, Ut.l) V 0(t, Uj.n+l), 

yjh = V 0(ut•j, Ui.i+l)· 
l:;;i:;;n 

Then <8, t) E 7Th, hence <8, t) E uh, and there exist 8=Vo, Vv .. " vr=t, all 
in the same equivalence class mod (x/ V y)h for 1 ~ i ~ n, such that 
<Vk, Vk+1) E <y/ V x)h whenever k= (j -1) mod m. 

Consider the V-free algebra 5'(8), where 8={a, b, e, d}, and let 

ex = 0(e, d), fj = 0(a, e) V 0(b, d), y = 0(a, b) V 0(e, d). 

We want to consider certain homomorphisms g of 5'(T) into 5'(8) that map 
8 to a and t to b, and take the relation uh into y. Such a homomorphism is 
determined by its values on T, and may therefore be visualized as a matrix 
with entries ui.i. Now each (x/ V y)h is determined by its restriction to T, 
and it is easily seen to partition T into two classes, the ith row of the 
matrix (ut • j ), and the remaining members of T. We therefore consider 
homomorphisms whose matrices have the property that one row contains 
only e's and d's, and the remaining rows are all a's and b's. Let H be the 
set of all such homomorphisms. Clearly each g E H sends some (x/ V y)h 
into y, and therefore takes uh into y. 

We want to show that, for O~k<r, there exists gk E H with 
<Vkgk,Vk+lgk)Efj. Recall that <Vk,Vk+1)E(y/vx)h for some j. Now 
(y/ V x)h is generated by its restriction R j to T, and R j partitions T into 
two classes, the 8-class, which also contains the first j columns of (ui ), 

and the t-class, which contains the remaining columns. We therefore let gk 
be the homomorphism in H that takes u 1 •1C to e when K~j and to d when 
K > j, and for i> 1 takes ut•K to a when K ~j and to b when K > j. Then gk 
maps the 8-class of (y/ V x)h into {a, e} and the t-class into {b, d}, and thus 
maps R j into fj. It follows that gk maps (y/ V x)h into fj, and in particular 
< Vkgk, Vk + 1 gk) E fj. 

We wish to show that Vk+lgk and Vk+1gk+l can be connected by a 
sequence of elements such that any two successive terms are identified by 
either ex or fj/\ y. We actually prove a stronger statement. For g, 7J E H, 
write gii7J if ct identifies wg and W7J for all w E F( T), and define P similarly. 
We show that any two members g and 7J of H can be connected by a 
sequence of members of H such that any two successive terms are identified 
by either ii or p. It suffices to consider the case in which the e's and d's 
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do not occur in the same row in the matrix for g as in the matrix for 7], 

and we may therefore assume that they occur in the first row of the first 
matrix and in the second row of the second matrix. We consider two types 
of transformations of H: the first type replaces each member of H by 
another member in the same a-class and the second type replaces each 
member of H by another member in the same iI-class. The first type of 
transformation consists of replacing some of the c's by d's and replacing 
some of the d's by c's. For the second type of transformation we replace 
all the c's by a's and all the d's by b's, and in one of the rows containing a's 
and b's replace all the a's by c's and all the b's by d's. We now describe 
how one can get from g to 7] by a succession of such transformations. 

First, to adjust the ith row, where i > 2, we apply a transformation of 
the second kind, replacing the a's and b's in the ith row by c's and d's, 
and, of course, replacing the c's and d's in the first row by a's and b's. 
We then apply a transformation of the first kind, putting c's in those 
places in the ith row where 7] has an a, and d's where 7] has a b. By another 
transformation of the second kind we put the c's and d's back in the first 
row, and a's and b's in the ith. 

Thus we obtain a homomorphism in H whose matrix agrees with the 
one for 7] except in the first two rows. Next we apply a transformation of 
the first kind, putting c's in those places in the first row where 7] has a's, 
and d's where 7] has b's. A transformation of the second kind, putting c's 
and d's in the second row, yields a homomorphism whose matrix agrees 
with the one for 7] except possibly in the second row, and a final trans­
formation of the first kind yields 7]. 

Thus a=sgo and b=tgr _ 1 can be connected by a sequence of elements 
in F(S) such that any two successive terms are identified by either a or f3. 
Furthermore, all the terms are of the form Vk7] for some 7] E H, and they 
are therefore all in the same y-class. Consequently, <a, b) E a V (f3 /\ y), 
and we conclude by Theorem 60.3 that V is congruence modular. 

Nation's original result on the relation Fe is easily derived from the 
preceding theorem. 

Corollary (J. B. Nation [1974]). Suppose e is a nontrivial lattice inclusion 
of the form 

ao /\ w;;:;; V ao /\ at 
l~i;;;n 

where ao, av ... , an are joins of variables. Then e Fe mod. 

Proof. Let Y be the set of all variables that occur in w, and let Y t be 
the set of all variables that occur in w but not in ai' For i ~ 1, Yi must be 
nonempty, for otherwise the inclusion w;;:;; at would hold in every lattice, 
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and 8 would be trivial. Let WI = /\ YI• For each U E F L( Y) we have either 
u~al or WI~U. (Note that, by definition, al is in the lattice generated by 
all the variables that occur in the formula.) This is obviously the case for 
U E Y, and the set of elements for which it holds is readily seen to be 
closed under the lattice operations. In particular, Wj~w. Letting w'= 
W1 V W2 V .•. V Wn, we infer that the inclusion 

ao 1\ w' ~ V ao 1\ aj 
l;:;j;:;n 

is a consequence of 8. This inclusion, call it 8', is easily seen to be non· 
trivial. Since 8' is a (3,3)-inclusion, we conclude by Theorem 1 that 
8' I=e mod, hence 8 I=e mod. 

By imposing additional conditions on the inclusion 8 in the preceding 
corollary one obtains the stronger conclusion that 8 I=e dist. 

Theorem 2 (J. B. Nation [1974]). Suppose 8 is a nontrivial lattice inclusion 
of the form 

where ao, av ... , an are joins of variables and ao and W have no variable in 
common. Then 8 I=e dist. 

Proof. Let X, Yand Zj be the sets consisting of all those variables that 
occur in 8, in w, and in aj, respectively, and let Yj = Y - Zj. Since 8 is 
nontrivial, Zo must contain some variable Xo that is in no other Zj, and 
all the sets Yj must be nonempty. Letting Wj= /\ Yj , we have for each 
U E F L( Y) either U ~ aj or WI ~ u, hence in particular WI ~ w. Letting 
w' =Wl V W2 V ... V Wn , we infer that the inclusion 

ao 1\ w' ~ V ao 1\ aj 
l;:;j;:;n 

is a consequence of 8. Calling this inclusion 8', we complete the proof by 
showing that 8' I=e dist. 

Consider any variety V with Con(V) 1= 8'. Let 5'(T) be the V-free 
algebra generated by the set T={uo, u 1 , ... , un}, and let s=uo, t=un• 

Let xo<l> be the equivalence relation on T that identifies no two distinct 
elements except sand t, and for Xo -# x E X let x<l> be the equivalence 
relation on T such that, for 0 ~ i <j ~ n, 

<UI' ui) E x<l> iff x E Yk whenever i < k ~ j. 

Let", be the homomorphism of F L(X) into 1r(5'(T)) with x"'= 0(x<l» 
for x E X. Clearly ao'" identifies sand t, and x'" identifies U j _ 1 and U j when· 
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ever x E Yi . Therefore <s, t) E (ao 1\ w,)",. It follows that there exist 
8=Vo, VI' V2,"', vm=t in F(T), all in the same ao"'-class, such that for 
each i with 0 < i ~ m there is an integer j (i) with 1 ~j (i) ~ n for which 
<Vi-V Vi) E aj(i)"" 

We now consider the V-free algebra 3'(8) generated by a 3-element set 
8={a, b, c}, and let 

a = 0(a, b), f3 = 0(a, c) y = 0(b, c). 

Let H be the set of all homomorphisms of 3'( T) into 3'(8) that map T 
into 8, s onto a and tonto b. Observe that x'" is trivial whenever Xo =1= x E Zo, 
and therefore ao'" = xo'" = 0(s, t). Hence each member of H maps ao'" into 
a. In particular, all the elements Vit with O~i~m and tEH belong to 
the same a-class, [a]a = [b ]a. 

We want to find ti E H such that Vi-Iti=Viti' Since <Vi-V Vi) E ajm"', 
it suffices to choose ti so that it maps aj(O'" onto the identity relation in 
3'(8), and since aj(i)'" is generated by its restriction to T, it suffices to 
choose ti so that any two ajm",-equivalent members of T are mapped onto 
the same member of 8. We therefore define 

It is essential here that ajm'" does not identify 8 and t. This is so because 
if x E Zj(i), then x ¢ Yj(i) , and hence x<l> is contained in the equivalence 
relation that partitions T into the two sets {Uk I k<j(i)} and {Uk I k~j(i)}. 

For t, 7] E H write t~7] if <wg, w7]) E f3 for all WE F(T), and define y 
similarly. We next show that for any t, 7] E H there exist ~, r E H such 
that t~~yr~7]. The images ofthe elements Uk under ~ and ~' will depend on 
the images under t and 7]. Since the possible values for ukg and uk7] are 
a, band c, this gives rise to nine cases. The values of Uk~ and ukr in each 
case are determined according to the following table: 

Ukt a a a b b b c c C 

Uk~ a c c b b b a c c 

Uk~' a b c c b c a b c 

uk7] a b c a b c a b c 

We have shown that for O<i~m, Vi-Iti-I can be connected to Vi-Iti 
by a sequence whose successive terms are always identified by either f3 or 
y, and Vi-Iti and Viti can also be connected by such a sequence. Hence, 
so can the elements a=voto=sto and b=vmtm=ttm' Furthermore, all the 
terms of these sequences are of the form Vk~' and they are therefore all 
in the same a-class. Therefore <a, b) E (a 1\ (3) V (a 1\ y), and we conclude 
by Theorem 60.2 that V is congruence distributive. 
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Theorem 3 (B. J6ns8on [1975]). If e i8 a nontrivial (2, 2)-inclUBion, then 
e 1=0 dist. 

This can be derived from the preceding theorem with the aid of the 
following technical lemma, which will be stated here without a proof. A 
lattice L is said to be n-diBtributive if, for all a, b1, b2 , ••• , b" E L, 

By Mm we mean the lattice of length 2 and order m+2, i.e., the lattice 
consisting of a zero element 0, a unit element 1, and m elements that 
cover 0 and are covered by 1. 

Lemma 4, (J. Doyen and Oh. Herrmann [1976]). For any po8itive integer 
m there exi8t8 a p08itive integer n 8uch that if L i8 any modular lattice that 
doe8 not contain M m a8 a 8ublattice, then L i8 n-diBtributive. 

Proof of Theorem 3. We shall show that e fails in Mm for some m. 
Since, by Theorem 1, e 1=0 mod, this implies that if V is any variety with 
Con( V) 1= e, then Con( V) is n-distributive for some n, and by Theorem 2 
this implies that Con( V) is distributive. 

The given inclusion can be written in the form 

/\ (V Yj ) ;;;; V (/\ Z/c) 
jel /ceK 

where Y, and Z/c are nonempty finite sets of variables. Let J' be the set 
of all j E J such that Y j is a one-element set {yj}, and let K' be the set of 
all k E K such that Z/c is a one-element set {z/c}. Also let J" =J -J' and 
K"=K-K'. We may assume that no two of the sets Y j are comparable, 
and similarly for the sets Z/c' for if they were then e could be replaced by a 
simpler but equivalent inclusion. We may also assume that J' and K' are 
nonempty, for we could replace the left side by its meet with some variable 
that does not occur in e, and replace the right side by its join with another 
such variable. 

Observe that y j #- Z/c for j E J' and k E K', for otherwise e would be trivial. 
We can therefore replace all the variables Yj with j E J', wherever they 
occur, by a single variable Yo, and all the variables Z/c by a single variable 
zoo The resulting inclusion e', 

is clearly a consequence of e. Observe that none of the variables Yt with 
i E J' belongs to Y, for j E J", for then Yj and Y j would be comparable. 
Also, Y j cannot be contained in {z/c IkE K'}, for then e would be trivial. 
Hence each U j contains at least two distinct elements, and the same is 
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true of the sets V k' It is now clear that e f fails in M m if we assign distinct 
atoms to all the variables that occur in ef , for the value of the left side 
will be the value assigned to Yo, and the value of the right-hand side will 
be the value assigned to zoo 

We have seen several examples oflattice identities e such that e I=c mod 
but not e 1= mod. There also exist nontrivial identities e for which e I=c mod 
fails. This was first proved by S. V. Polin [1977] and A. Day used his 
technique to produce uncountably many nonmodular congruence varieties. 
The particular identity used below was also first considered by Day. 
Considering three variables X,Y,Z, let Yl=Y' Zl=Z, Yn+l=yV(xAzn ), 

Zn + 1 = Z V (x A Yn), and let on be the inclusion 

x A (y V z) ~ (x A Yn) V (x A zn). 

The next lemma is due to A. Day, who credits the idea of the proof to 
J. B. Nation. 

Lemma 5 (A. Day). Suppose L is a sublattice of the congruence lattice of 
a semi-lattice S. If L is 2n-permutable, then L 1= 02n' 

Proof. Suppose a, fJ, Y E L, let fJl =fJ and Yl =y, and for k= 1,2, ... 
let fJk+l=fJV(aAYk) and Yk+l=yV(aAfJk)' Assuming that (a,b)E 
a A (fJ V Y), we need to show that (a, b) E (a A fJ2n) V (a A Y2n)' 

By the 2n-permutability of L, there exist a=co, c1 , .. " c2n =b such 
that, for 0 ~ i < n, cZifJC2H lyc2H2' and of course we have aab. For 1 ~ i ~ 2n, 
the three elements a A ci, a A b A ci and b A ci of S are obviously in the same 
a-class. We claim that 

(a A b A Ci)Yi(b A ci) for i even, 
(a A b A Ci)fJi(b A ci) for i odd. 

For i= 1 this follows from the fact that fJl =fJ and afJc1 • Assuming that it 
holds for a given i, consider the index i + 1. If i is odd, then 

(a A b A Ci+l)y(a A b A ci)(a A fJi)(b A ci)y(b A CH1 ), 

and hence a 1\ b 1\ CH 1 and b 1\ CH 1 are identified by Yi +1 = Y V (a A fJi)' The 
argument for i even is similar. Since c2n =b, we infer that (aAb)y2nb. 
Similarly, for 0 ~ i ~ 2n -1, 

(a 1\ Ci)Y2n-i(a A b 1\ ci) for i odd, 
(a 1\ Ci)fJ2n-i(a A b 1\ ci) for i even. 

In this case we start with i=2n-l and work our way down to i=O. The 
case i = 0 yields afJ2n(a 1\ b). Thus 

a(a 1\ fJ2n)(a 1\ b)(a A Y2n)b. 
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Theorem 4 (A. Day). It is not the case that D4 Fe mod. 
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Proof. We are going to construct an algebra Qt=<A; /\ ,fl,f2,f3) such 
that <A; /\) is a semi-lattice and fl,f2,f3 are ternary operations that 
satisfy the identities in Theorem 60.1(iii) with n=4. This will guarantee 
that the algebras in the variety V generated by Qt have 4-permutable 
congruences, and hence by the preceding lemma that Con( V) satisfies D4 • 

On the other hand, <r(Qt) will be shown to be nonmodular. 
Take two nontrivial Boolean algebras Q3l and Q32 and let Qt = <A; /\, fl' 

f2' f3) be the algebra with one binary operation and three ternary opera­
tions such that A = Bl X B2 and, for <a, s), <b, t), <c, u) E A, 

<a, s) /\ <b, t) = <a /\ b, s /\ t) 
fl«a, s), <b, t), <c, u») = <a /\ (b' V c), s), 
f2«a, s), <b, t), <c, u») = <a /\ b /\ c, s EB t EB u), 
f3«a, s), <b, t), <c, u») = «a vb') /\ c, u), 

where the prime denotes complements, and EB is the symmetric difference 
operation, s EB t= (s /\ t') V (s' /\ t). It is a simple matter to check that the 
identities 

h~~~=~ h~~~=h~~~ 
f2(X, x, z) = f3(X, z, z), f3(X, x, z) = z 

hold in Qt and, as we already observed, this implies that Con( V) F D4 • 

Finally, defining 

<a, s)a<b, t) iff a = b and (a = 0 or s = t), 
<a, s){3<b, t) iff s = t, 
<a, s)y<b, t) iff a = b, 

one easily checks that a,{3,yE<r(Qt), a<y, av{3=yv{3=£ and a/\{3= 
y/\{3=w, so that <r(Qt) is not modular. 

The final result of this section will show that the variety of all modular 
lattices is not a congruence variety. 

Theorem 5 (R. Freese and B. Jonsson [1976]). mod Fe argo 

The proof will be modeled on the classical proof that a projective plane 
that can be embedded in a projective 3-space satisfies Desargues' Law. 
We begin with two lemmas. The first one is a lattice-theoretic version of 
the geometric theorem just stated, and the second shows how to "raise 
the dimension" of a congruence lattice. We state the first without proof. 
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Lemma 6 (G. Gratzer, B. J6nsson and H. Lakser [1973]). Suppose Lis 
a modular lattice and a=(ao, aI' a2 ) and b=(bo, bl , b2 ) are centrally per­
spective triangles in L, whose center of perspectivity p satisfies the conditions 

p V ai = P V bi = at V bt for i = 0,1,2. 

Let u=ao V a l V a2 V bo V bl V b2 • If there exist q, r E L such that 

p V q = q V r = p V r, u /\ q = P /\ a2 , 

then a and b are axially perspective. 

Lemma 7 (R. Freese and B. J6nsson [1976]). Suppose V is a variety of 
algebras, and let K be the class of all lattices L such that L is embeddable in 
the dual of <r(Qt) for some Qt E V. For any L E K, and any p, s, t, u E L, if 

p V s = p V t = s V t ;;;;; u, 

then L has an extension L' in K such that, for some q, r E L', 

p V q = p V r = q V r, q /\ u = P /\ s, r /\ u = P /\ t. 

Proof. It may help to keep a geometric picture in mind. We are thinking 
of p, q and r as collinear points in a plane u, and we want to embed this 
plane in a larger space in which there is a line meeting u in p, with q and 
r two other points on that line. 

There exists a dual embedding f of L into <r(Qt) for some Qt E V. Let 
the images of p, q, r, and u be a, /3, 'Y, and fL' respectively. Consider a sub­
direct product m of Qt and Qt. The two projections (ao, a l ) -+ ao and 
(ao, a l ) -+ a l of m onto Qt induce embeddings A -+ Ai of <r(Qt) into <r(m). 
Thus we have two copies fLo and fLl of the" plane" u in the dual of <r(m), 
and we want to choose m so that ao and aI' the two images of p, coincide. 
This means that, for elements (ao, a l ) and (bo, bl ) of m, the conditions 
aoabo and alabl should be equivalent. Thinking of B as a binary relation 
on A x A, we see that this holds iff B <;; a. We take B = a. 

Identifying the members x of L with their images under the map 
x -+ (xf)o, we are going to take for L' the dual of <r(m), and for q and r 
the elements /31 and 'Yl' To complete the proof we need to show that 
/31 V fLo = ao V /30 and 'Yl V fLo = ao V 'Yo. This follows readily from the fact 
that 

where w is the zero element of <r(Qt), and g is an arbitrary member of <r(Qt). 
To prove this, note that if (ao, al)ai(bo, bl ), then (ao, bl ) is in B, and 
hence 
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and that if <ao, al)eo(bo, b1), then aoebo, hence 

<ao, al)WO(aO' ao)el(bo, bo)wo<bo, b1)· 

Proof of Theorem 5. Suppose V is a congruence modular variety and 
~ E V. Making use of Theorem 59.4 and its corollary, we consider two 
triangles a=<ao, a 1 , a2 ) and b=(bo, bv b2 ) in the dual L of (t(~) that are 
centrally perspective, and whose center of perspectivity p satisfies the 
condition p V a2 = P V b2 = a2 V b2 • We then apply the preceding lemma 
with 8=a2 and t=b2 to embed L in a modular lattice L' that satisfies the 
hypothesis of Lemma 7, and we infer by that lemma that a and bare 
axially perspective. Consequently, by Theorem 59.4, Lis Arguesian, and 
therefore by the corollary to Theorem 59.4, so is (t(~). 

According to a recent result by R. Freese, the variety of all Arguesian 
lattices is not a congruence variety. In fact, he shows that there are 
identities stronger than the Arguesian identity that hold in every modular 
congruence variety. He has also shown that the join of two congruence 
varieties is a congruence variety, but their meet need not be. Of the many 
open questions related to the results treated in this section, we mention 
only a few. Is the join of arbitrarily many congruence varieties a con­
gruence variety? Is there a largest modular congruence variety? (A pos­
sible candidate is the congruence variety of the variety of all groups.) 
Does any congruence variety other than the variety of all lattices contain 
all the modular lattices? Is the consequence relation Fe compact? I.e., 
given a set r of lattice identities and a lattice identity 8 with r Fe 8, 
does there always exist a finite subset r' of r with r' Fe 8? 

§62. CONGRUENCE DISTRffiUTIVITY AND FINITE BASES 

R. C. Lyndon [2] made the rather surprising discovery that a finite 
algebra of a finite similarity type need not be finitely based (Theorem 
27.4), and since then many such examples have been found. However, 
there have also been some important positive results. In particular, 
S. Oates and M. B. Powell [1964] showed that every finite group is finitely 
based, and R. McKenzie [1970] showed that every finite lattice with finitely 
many additional operations is finitely based. Shortly afterward, K. A. 
Baker made the remarkable discovery that the only property of lattices 
that is needed is the fact that their congruence lattices are distributive, 
i.e., he showed that every finite algebra of finite type that generates a 
congruence distributive variety is finitely based. He also generalized 
McKenzie's result in other ways. His result was announced in 1972, and 
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the details of his proof were first published in K. A. Baker [a]. For other 
proofs, see S. Burris [b], B. Jonsson [a], M. Makkai [1973] and W. Taylor 
[1978]. Ch. Herrmann [1973] is also relevant, although it only deals with 
varieties of lattices, for it contains concepts and techniques that were 
adapted by Baker to congruence distributive varieties in general, and 
were used by him in the final version of his proof. 

Our presentation will follow B. Jonsson [a], which contains the most 
general version of the theorem. We start with a finite basis criterion that 
does not involve congruence distributivity, and then borrow four lemmas 
from K. A. Baker [a] to show that this result applies to the situation in 
Baker's theorem. By the compactness theorem, Theorem 39.2, a variety 
V is finitely based iff it is an elementary class. A standard model-theoretic 
technique for proving that an axiomatic class is elementary is to show that 
its complement is closed under ultraproducts. By an obvious generalization 
of Theorem 42.4, this complement may be taken with respect to an 
arbitrary elementary class that contains the given class. 

If B is any class of algebras, we let BSI be the class of all subdirectly 
irreducible members of B, and B FSI the class of all finitely subdirectly 
irreducible members. (An algebra Ql is finitely subdirectly irreducible if in 
any representation of Ql as a sub direct product of finitely many algebras, 
the projection onto at least one of the factors is one-to-one.) 

Theorem 1 (B. J6nsson raJ). Suppose V is a variety of algebras and B is 
an elementary class that contains V. If there exists an axiomatic class C such 
that BSIr;;.C and V n C is elementary, then V is finitely based. 

Proof. If V is not finitely based, then there exists an algebra Ql E V 
that is an ultraproduct of algebras "23 i E B- V (i E I) modulo some ultra­
filter U on I. Each "23 i has as a homomorphic image a sub directly irreducible 
algebra "23/ that does not belong to V, and the ultraproduct Ql' of the 
algebras "23/ modulo U is in V, since it is a homomorphic image of Ql. The 
algebras "23/ need not all be in B, but Ql' is in B, and since B is elementary 
it follows that the set {i E I 1"23/ E B} belongs to U. We may therefore 
assume that all the algebras ~/ belong to B, and therefore also to O. 
Consequently Ql' E V nO. However, this is a contradiction, for V nO is 
an elementary class, and Ql' is an ultra product of algebras that do not 
belong to V n O. 

Theorem 2 (K. A. Baker [a], B. J6nsson [a]). If V is a congruence 
distributive variety of a finite type, and if V FSI is an elementary class, then 
V is finitely based. 
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The four lemmas on which the proof is based require some additional 
terminology. Given an algebra Q1=(A; F), a map g from A to A is called 
a O-translation if g is either constant or the identity map, and g is called 
a I-translation if it is a O-translation or is obtained from one of the basic 
operations f E F by freezing all but one of the variables. A k-translation, 

for k > 1, is a map that is a composition of k I-translations. We say that 
g is a translation if it is a k-translation for some k. For a, bE A, and 
for k E w, let fk(a, b) be the set of all ordered pairs (c, d) such that 
{c, d}={g(a), g(b)} for some k-translation g, and let r(a, b) be the union 
of the relations fk(a, b) for k=O, 1,2,···. Then 0(a, b) is the transitive 
closure of r(a, b). We say that (a, b) and (a', b' ) are bounded if 
f(a, b) n f(a' , b')fow, and we say that (a, b) and (a', b' ) are k-bounded 
if fk(a, b) n fk(a' , b')fow. If there exists a natural number k such that, 
for all a, b, a', b' E A, 0(a, b) n 0(a' , b') 10 w implies f k(a, b) n f k(a' , b') low, 
then the smallest such integer k is called the radius of Q1-in symbols R(Q1). 

If no such k exists, then we set R(Q1) = 00. For a class K of algebras, we let 
R(K) be the sup of R(Q1) for Q1 E K. 

Suppose V is a congruence distributive variety of finite similarity type. 
By Theorem 60.2 there exist ternary polynomials Po, PI' ... ,Pn such 
that the following identities hold in V: 

Po(x, y, z) = x, Pn(x, y, z) = z, Pt(x, y, x) = x, 
Pi (X, x, z) = Pi+1(X, x, z) for i < n, i even, 
Pi(X, z, z) = PH 1 (x, z, z) for i < n, i odd. 

Let Va be the class of all algebras of the same type as in V that satisfy 
these identities. Then Va is a finitely based congruence distributive variety 
that contains V. We may assume that the p;'s are among the operation 
symbols for the variety V. (Alternatively, we could modify the definition 
of a I-translation.) The above notation and assumptions will be in effect 
throughout the next four lemmas. 

Lemma 1. If Q1E VA' eo, e1,"', emEA, and eo 10 em' then there exists 
i<m such that (eo, em) and (ei, ei+1) are I-bounded. 

Proof. Let ei,j = pj( eo, ei, em) for i ~ m and j ~ n, and let q be the smallest 
index such that the elements ei,q are not all equal to eo. Such q exists 
because ej,n=em, and we have q>O because ei,o=eO' If q is odd, then 
eO,q=eO,q-1 =eo, and we can therefore choose r<m such that er,q=eofo 

er+ l,q' In this case take c=eo and d=er+1,q, and consider the I-translations 
g(x)=pq(eo, er+1, x), h(x)=pq(eo, x, em). In the alternative case, when q is 
even, and therefore em,q=em,q-1=eO' choose r<m so that er,qfoeo=er+1,q, 
and let c=er,q, d=eo, g(x)=pq(eo,e"x) and h(x)=pq(eo,x,em). In either 
case, 
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{c, d} = {u(eo), U(em)} = {h(e,), h(e,+l)} 

and hence (c, d) E rl(eO, em) n rl(e" e,+l)' Therefore (eo, em) and (e" e,+1) 
are I-bounded. 

Lemma 2. For all ~E Vo and a, b, a', b' EA, if 0(a, b) n 0(a', b');6w, 
then r(a, b)n r(a', b');6w. 

Proof. Suppose (c, d) E 0(a, b) n 0(a', b') and c;6d. Then there exist 
c=eo, ev "', em=d such that (ej, ej+l) E r(a, b) for i<m. As in the pre­
ceding proof, let ej,i=pj(eO' ej, em), and choose r<m and q<n so that the 
elements c' = pq( eo, e" em) and d' = pq( eo, e, + v em) are distinct. Then 
(c', d') E r(a, b), and we also have (c', d') E 0(a', b') because 0(a', b') 
identifies every one of the elements ej,i with Pi( eo, ej, eo) = eo. Thus there 
existc'=eo',el', .. ·,e;", =d'with (e/,e;+l)Er(a',b') for i<m'. By the 
preceding lemma, there exists i<m' such that (c', d') and (e/, e;+1) 
are I-bounded, and we conclude that (a, b) and (a', b') are bounded, as 
was to be shown. 

Lemma 3. For any axiomatic 8ubclas8 C of V 0' CFSI i8 axiomatic iff 
R(CFSI) <00. 

Proof. For each k E w we can construct a formula 'Pk(X, y, x', y') such 
that, for all ~ E Vo and a, b, a', b' E A, ~ F 'Pk(a, b, a', b') iff (a, b) and 
(a', b') are k-bounded. (It is essential here that the similarity type of 
Vo is finite.) By the preceding lemma, an algebra ~ E Vo is finitely sub­
directly irreducible iff it satisfies the infinite formula that is the disjunction 
of the equations x = y and x' =y' and of all the formulas 'Pk(X, y, x', y'). 
It follows that if CFSI is axiomatic, then it must satisfy the disjunction of 
finitely many of these formulas. In fact, since the formulas 'Ilk decrease in 
strength as k grows large, CFSI must satisfy the disjunction of x=y, 
x' = y' and one of the formulas 'Ilk' The smallest such k is clearly R(CFSI)' 

Conversely, if R(CFSI ) = k < 00, then CFSI is precisely the class of all 
algebras ~ E C that satisfy the disjunction of x=y, x' =y' and 'Pk(X, y, 
x', y'). 

Lemma 4. If R(VFSI)=k<oo, then R(V)~k+2. 

Proof. Consider any ~ E V and ao, bo, al, bl E A, and suppose (c, d) E 

0(ao, bo) n 0(av bl ) and c;6d. There exists a homomorphism of ~ onto a 
subdirectly irreducible algebra ~' that maps c and d onto distinct elements. 
It follows that ao' ;6bo' and al ' ;6bl ', where the primes denote images in A'. 
Therefore (ao', bo') and (al', bl ') are k-bounded, say (u, v) E rk(aO', bo') n 
r k(at', bl '). It is easy to see that there exist (uj, Vj) E r k(aj, bj) such that 
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Ut' =U and vt' =v. In fact, if g' is a k-translation for 21' with u=g'(at') and 
v=g'(bt'), then a corresponding k-translation g for 21 is obtained by re­
placing each element of A' that was used in the construction of g' by one 
of its counterimages in A, and we let ul=g(al) and vl=g(bl). 

We now choose j<n so that the elements u*=p,(uo, U 1, vo) and v*= 
p,(uo, VI> vo) are distinct. This can be done because in 21' we cannot have 
p,(u, u, v)=p,(u, v, v) for all j<n, since this would give u=Po(u, u, v)= 
Pl(U, u, V)=Pl(U, v, V)=P2(U, v, v)= ... =PII(U, v, v)=v. Observe that 
(u*, v*) E r1(UI> VI), and that (u*, uo), (uo, v*) E rI(uo, vo), as is easily 
seen by considering the I-translations p,(uo, x, vo), Pi(uO' UI' x) and 
p,(uo, VI> x). According to Lemma 1, either (u*, v*> and (u*, uo> are 
I-bounded, or else (u*, v*) and (uo, v*) are I-bounded. In either case, 
(uo, vo) and (UI> VI) are 2-bounded, and (ao, bo) and (aI> bI ) are therefore 
(k+2)-bounded. 

Proof of Theorem 2. By Lemma 3, R( V FSI) = k is finite and hence 
R( V) ~ k + 2 by Lemma 4. We let B be the class of all 21 E Vo such that 
R(21)~k+2. Since Vo is elementary and the condition R(21)~k+2 can be 
expressed by a first order formula, B is an elementary class. Obviously 
R( B FSI ) ~ k + 2, and B FSI is therefore elementary by Lemma 3. Since 
V n BFSI = VFSI is elementary by hypothesis, we can apply Theorem 1 
with 0 = B FSI to conclude that V is finitely based. 

The proof of the Oates-Powell finite basis theorem for groups is based 
on quite technical investigations in group theory. The question naturally 
arose whether this result could be extended to the universal algebra level 
in the same way as Baker had extended McKenzie's finite basis theorem 
for lattices. A common generalization would of course be particularly 
attractive. The most obvious common feature of the two results is that 
the varieties are congruence modular. However, any hope that congruence 
distributivity could be replaced by congruence modularity was dashed by 
the result in S. V. Polin [1976] that there exists a finite algebra of a finite 
type that generates a non-finitely based variety whose algebras have 
permutable congruences. A simpler example is given in M. R. Vaughan­
Lee [a]. At the present we do not even have a conjecture as to what the 
common generalization should be, and it does not appear that we are 
close to a solution of this important problem. 



APPENDIX 4 

EQUATIONAL LOGIC 
by Walter Taylor 

This is an abridged version of a survey which appears in full in the 
Houston Journal of Mathematics. Some material which is not of immediate 
interest to universal algebra is absent from this version. The reader is 
advised to consult the original survey (henceforth referred to as EL) for 
many interesting examples and also for an almost 800-item bibliography. 

§63. EQUATIONALLY DEFINED CLASSES 

An equationally defined class of algebras, alias a variety, is a class V for 
which there exists a set ~ of equations with 

V = mod ~ = {m I 'v'e E~, m 1= e}. 

(Here "mod~" abbreviates "the class of all models of ~" and m 1= e 
signifies that the equation (identity) holds in m.) 

The basic result is Birkhoff's Theorem 26.3. 
This theorem has been followed over the years by many others of a 

similar format-sometimes called "preservation theorems" since Birk­
hoff's theorem (together with compactness) has the corollary that if a 
sentence f{J is preserved under formation of homomorphic images, sub­
algebras and products, then f{J is equivalent to a conjunction of equations. 
For instance H. J. Keisler and S. Shelah proved that a class L of structures 
is definable by a set of first order sentences iff L is closed under the formation 
of isomorphic structures, ultraproducts and ultraroots.t (See Theorem 41.2 
and Corollary. Keisler proved this assuming the G.C.H. and S. Shelah 
[1971] without. See also H. Andreka, B. Dahn and 1. Nemeti [1976].) 
For many other preservation theorems, see e.g., M. Makkai [1969]. More 
in keeping with algebraic results are the following three theorems. 

Theorem I (B. J6nsson and E. Nelson [1974]; see also J. Plonka [1975 a]). 
V is definable by regular equations if and only if V is closed under the forma­
tion of products, subalgebras, homomorphic images and sup-algebras. 

t Inverse of "ultrapower". 
378 
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(An equation is regular if and only if exactly the same variables appear 
on both sides. The sup-algebra of type <nt It E T> (unique within iso­
morphism) is the algebra <{O, 1}; {Ft I t E T}> where for each t, 

F(a ... a)= "I {o if a1 = ... = a = ° 
tV, "t 1 otherwise. 

Theorem 2 (N. D. Gautam [1]; M. N. Bleicher, H. Schneider and R. L. 
Wilson [1973]; see also A. Shafaat [1974 b], G. Gratzer and S. Whitney 
[1978]). V is definable by linear equations if and only if V is closed under 
the formation of products, subalgebras, homomorphic images and complex 
algebras. 

(An equation is linear iff each side has at most one occurrence of every 
variable. If ~=<A; {Ft It E T}> is any algebra, the complex algebra of ~ 
is 'i8=<B; {Gd t E T}>, where B is the set of non empty subsets of A, and 

Gt(u1 , ••• , U"t) = {Ft(av ... , a"t) I a j E u j (1 ;;;; i ;;;; ntn·) 

Definability of V by unary equations is equivalent to V being closed 
under covers (that is, if an algebra ~ is the set union of subalgebras from 
V, then ~ E V) by G. Gratzer [9]. 

The next important result really goes back to J. C. C. McKinsey [1] in 
1943 (he proved a theorem which, in combination with the above theorem 
of Keisler and Shelah, immediately yields our statement). The present 
formulation was probably first given by S. R. Kogalovskii [5]; see also 
A. I. Mal'cev [1973], p. 214, [1971], p. 29. Many other proofs have been 
independently given: G. Gratzer and H. Lakser [1973], G. McNulty [a], 
A. Shafaat [1969], T. Fujiwara [1971 a], B. Banaschewski [1972]-although 
the precise formulation differs from author to author. See also C. C. Chang 
and H. J. Keisler [1973], Theorem 6.2.8, p. 337, and for related results 
B. Banaschewski and H. Herrlich [1976], O. Keane [1975], W. Hodges [a], 
[b], H. Andreka and I. Nemeti [b] and R. John [1977]. 

Theorem 3. V is definable by equational implications iff V is closed under 
the formation of isomorphic images, products, subalgebras, and direct limits. 

An equational implication is a formula of the form 

(e1 & e2 & . . . & e,,) -+ e, 

where e, ev ... , e" are equations, for example, the formula 

(xy = xz-+y = z) 

defining left-cancellative semigroups among all semigroups. For some 
interesting classes defined by equational implication, see M. A. Taylor 
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[1975] and G. M. Bergman [1975]. For some infinitaryanalogs of Birk­
hoff's theorem see J. Slominski [3], and of McKinsey's theorem, see 
W. Hodges [b]. 

In the next result, infinitary formulas are in a sense forced upon one, 
even though it is a result about ordinary finitary algebras. A generalized 
equational implication is a formula 

/\ el_e, 
leI 

where e, ej (i E J) are equations (possibly infinitely many). The next 
theorem was perhaps first stated in B. Banaschewski and H. Herrlich 
[1976], although maybe some other people knew of it. 

Theorem 4. V i8 definahle by a clas8 of generalized equational implications 
iff V is cl08ed under the formation of i80morphic image8, product8, and 
subalgebras. 

E. R. Fisher [1977] has in fact shown that we can always take this class 
of formulas to be a 8et iff Vopenka'8 principle holds. (This is one of the 
proposed "higher" axioms of set theory.) Some less conclusive results 
about classes closed under the formation of products and subalgebras 
occur in J. R. Isbell [1], W. S. Hatcher [1970], and W. S. Hatcher and 
A. Shafaat [1975]. 

For some infinitary (in this case, topological) analogs of Birkhoff's 
theorem, see G. Edgar [1973], P. G. Dixon [1976], and W. Taylor [a]. 
(A unified treatment appears in P. G. Dixon [1977].) For instance, the 
condition 

n!x_O (*) 
defines a class of topological Abelian groups (here _ means "converges 
to "), which contains all finite discrete groups but not the circle group. 
In W. Taylor [a] there is a theory of classes defined by conditions similar 
to (*); these classes are called" varieties" of topological algebras. 

For some other analogs of Birkhoff's theorem which go beyond pure 
algebra, see S. L. Bloom [1976], H. Andreka and 1. Nemeti [a] and 
G. Matthiessen [1976]. 

§64. EQUATIONAL THEORIES 

Birkhoff's Theorem 26.3 sets up a one-one correspondence between 
varieties V and certain sets ~ of equations 

V-Eq V 
mod~+-~. 
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The sets},; appearing here (as Eq V) are called equational theories. One 
easily sees that},; is an equational theory iff e E},; whenever},; F e; i.e., 
e is true in every model of},;, i.e., e is a consequence of},;. Birkhoff's next 
result was to axiomatize the consequence relation, as follows: 

(1) 0'=0' is always an axiom. 
(2) From O'=T, deduce T=O'. 
(3) From p=O' and O'=T, deduce p=T. 
(4) From O';=TI (l~i~nt), deduce Ft(O'v···, ant) = Ft(Tl, ... , Tnt). 

(5) From O'(Xl' ..• , Xn) = T(Xl' ... , xn), deduce 
O'(pv ... , Pn) = T(Pl' ... , Pn)· 

We write},; I- e if there exists a (finite) proof of e starting from},; and using 
only the rules (1)-(5). 

Theorem 1 (G. Birkhoff [2]).},; Fe iff},; I- e. 

(This is essentially the same as Theorem 26.2.) 
It is sometimes useful to know refined versions of this "completeness" 

theorem, which state a similar result for different (usually more restrictive) 
variations on the notion of 1-. See for instance S. Burris [1971 b], p.4O 
for one; similar methods go back to A. Tarski. 

Theorems parallel to this completeness theorem of Birkhoff are not 
numerous. There is of course Godel's complete set of rules of proof for 
first order logic. A. Selman [1972] has given a set of rules for equational 
implications (independently discovered by D. Kelly (unpublished», and 
some different rules were discovered by H. Andreka and I. Nemeti 
(unpublished). J. Slominski [3] gave an infinitary analog of Birkhoff's 
theorem. 

§65. EQUIVALENT VARIETIES 

We mention two of the many possible ways ofaxiomatizing group 
theory equationally (not to mention non-equational forms such as 
'v'x3y(xy=e». 

r 1 : x(yz) = (xy)z 
u.(xx- 1 ) = (y-l.y).U = u 

r 2 : (xy)z = x(yz) ex = xe = x 
x/x = e x/y = x(e/y) 
u(e/u) = (e/u)u = e 

(where e is the group unit and / denotes "division "). Clearly r 1 and r 2 

do not define the same variety, for they are of different types - <2, 1) and 
<2, 2, 0). But examination of the models of r 1 and the models of r 2 will 
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convince one that there is no essential difference between a rl-group and 
a r 2-group. t To make this sameness precise we introduce equations which 
will serve as definitions: 

Now one may check that 

Lll : x/y = X·y-l 
e = x·x- l 

Ll2 : X-I = e/x. 

rv LlI I- r 2 and r 2, Ll2 I- r l . (*) 

One more point is important. If we take one of the LlI definitions of an 
operation F, i.e., F=o:, and substitute into 0: all the Ll2 definitions, we 
get F=0:[Ll2]; then one should have 

(**) 

and likewise with the roles of r v r 2 and Llv Ll2 reversed. (E.g., LlI says 
x/y=X.y-l. Upon substituting the Ll2 definitions, we get x/y=x· (e/y), 
and this is indeed provable from r 2') Now generally, equational theories 
r I, r 2 are said to be equivalent iff there exist sets of definitions Llv Ll2 
such that (*) and (**) hold. 

Equivalence has its model-theoretic aspect, too. Varieties VI and V2 

are equivalent (i.e., Eq VI and Eq V2 are equivalent in the above sense) 
iff there exists an isomorphism of categories <1>: VI --J>. V2 which commutes 
with the forgetful functor to sets (i.e., <I>~ has the same universe as ~, 
and a similar fact holds for homomorphisms). (For various references and 
remarks on this theorem of A. 1. Mal'cev, see W. Taylor [1973], p. 355.) 
Perhaps the first historical example of an equivalence of varieties is the 
well-known natural correspondence between Boolean algebras and Boolean 
rings (with unit). Also consider the correspondence between the varieties 
of Abelian groups and Z-modules-here the equivalence is so easy that 
some people write as ifit were an equality. Some other interesting examples 
of equivalence may be found in B. Csakany and L. Megyesi [1975]. 

Very close to the idea of equivalence (in its model theoretic form) is 
the idea of weak isomorphism as developed in Wroclaw. This together 
with an emphasis on independent sets over free algebras gave equational 
logic a somewhat different direction and flavor in that school. See E. 
Marczewski [11] for an introduction to these ideas. Briefly, algebras ~ and 
sa are weakly isomorphic iff there is a bijection rp: A --J>. B such that the 
algebraic operations of ~ are exactly the same as the operations 

t There is one intrinsic difference: r 1 has an empty model, but r 2 does not. N one­
theless r 1 and r 2 are generally regarded as equivalent. To this extent, empty alge­
bras, do not matter; in fact this book, like many others, completely avoids this 
question by taking all algebras to be nonempty. 
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rp-l F(rpxl' ... ,rpx,,) where F(xv···, x,,) is an algebraic operation of ~. 
(Here, by the family of algebraic operations, we mean the closure under 
composition of the family of all operations F t together with all projection 
functions.) Then two varieties are equivalent iff they can be generated by 
weakly isomorphic algebras. 

Properties of varieties seem more natural and interesting if they are 
equivalence-invariant, if only because then they do not force us to make 
any" unnatural" choice between, say, r 1 and r 2 above. For example, the 
similarity type (2, I) is obviously not intrinsic to the idea of a group. 
Many of the properties considered below are (obviously) equivalence­
invariant, but a few, such as being "one-based" are not (compare 68.1 
with 68.7, or 68.3 with 68.9). 

It is possible to define equational classes so as to make all expressable 
properties automatically equivalence-invariant, i.e., to give no preference 
to any of the possible equivalent forms of a given variety. This amounts 
to considering the 8et (rather than a sequence (Ft \ t E T») of all possible 
operations defined by V-terms. This idea goes back to P. Hall (see P. M. 
Cohn [1], pp. 126-132), and has been worked out independently in detail 
by W. D. Neumann [1970] and F. W. Lawvere [1]; for more details see, 
e.g., G. C. Wraith [1970] or W. Felscher [1968], [1969]. See p. 362 of 
W. Taylor [1973] for more detailed historical remarks, and pp. 390-392 
for a proof-also found by W. Felscher [1972]-of the equivalence of 
these two approaches. We refer the reader to W. Felscher [1972], for 
additional details and historical remarks. 

§66. BASES AND GENERIC ALGEBRAS 

As we have seen, if l::o is any set of equations, the smallest equational 
theory 2l::o is 

Eq mod l::o = {e \l::o I- e}, 

and in this case we say that l::o is a 8et ofaxiorM, or an equational baBe for 
l::. Several of the next sections are concerned with the problem of finding 
(various sorts of) bases l::o. 

Here we consider what amounts to some concrete examples of Birkhoff's 
Theorem 26.3, namely, we look for a base l::o for a single algebra 21. I.e., 
we want 

mod l::o = HSP 21. 

Actually, given l::o, 21 may be regarded as unknown. Here we refer to 21 
as generic for the variety mod l::o or for the theory l:: = Eq mod l::o. Using 
P one can easily see that every variety V has a generic algebra. One such 
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~ is the V-free algebra on No generators; see also A. Tarski [1]. We mention 
here a few examples of such ~ and ~o. 

1. The ring Z of integers is generic for the theory of commutative rings. 

2. The 2-element Boolean ring (with unit) is generic for the theory of 
Boolean rings (with unit), given by the laws for rings (with unit) together 
with the law x2 =x. (Similarly for Boolean algebras, by remarks in §65; 
this fact may be interpreted as a completeness theorem for propositional 
logic.) 

3. The algebra (A; n, u, -, -), where A is the family of all subsets of 
the real line and - denotes topological closure, is a generic closure algebra 
(J. C. C. McKinsey and A. Tarski [1]; see also A. Tarski [1]). This fact may 
be regarded as a completeness theorem for the intuitionistic propositional 
logic. 

4. The group of all monotone permutations of <R; ;;;;) is a generic 
lattice-ordered group (W. C. Holland [1976]). (Here R denotes the set of 
real numbers, and;;;; its usual ordering.) 

5. For fixed pER, the algebra 

<R;px+(l-p)y) 

is generic for the laws 

xx = x 
(xy)(zw) = (xz)(yw) 

iff p is transcendental (S. Fajtlowicz and J. Mycielski [1974]). 

6. The algebra <w; xY ) is generic for the law 

(XY)2 = (x'")Y 

(C. F. Martin [1973], p. 56). (Here w={O, 1,2, ... } and xY denotes ordinary 
exponentiation with 00 = 1.) The proof is surprisingly long. 

7. The algebras <w;{Anln~3}) and <w; {Onln~4}) are each generic 
for the variety of all algebras of type <2, 2, 2, ... ) (i.e., for ~o = 0). 
(C. F. Martin [1973], p. 131, p. 134.) Here An (n~3) are the Ackermann 
operations beyond exponentiation, and the On are some related operations 
invented by J. Doner and A. Tarksi [1969], who conjectured a somewhat 
stronger statement. 
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For more examples and more references, see EL. 
In place of finding a basis ~o of a given m, one can often be content with 

the knowledge that a finite ~o exists or does not exist, as the case may be: 
this is the idea of the next section. 

§67. FINITELY BASED THEORIES 

We say that an equational theory ~ is finitely based iff there exists a 
finite set ~o of axioms for ~. (This is an equivalence-invariant property 
of all ~ which have finitely many operations.) Evidently many familiar 
theories are finitely based-groups, Boolean algebras, rings, lattices, etc.; 
so also the various examples in §66. Here we list some algebras m with 
Eq m known to be finitely based: 

1. Any two-element algebra (R. C. Lyndon [1]). 

2. Any finite group (S. Oates and M. B. Powell [1964]). 

3. Any commutative semigroup (P. Perkins [1969]). (In other words, 
every variety of commutative semigroups is finitely based. This is also 
proved in T. Evans [1971].) Also, any 3-element semigroup, see P. Perkins 
[1969] and any 4-element semigroup, see A. D. Bol'bot [1971]. Also, any 
idempotent semigroup (A. P. Birjukov [1970], C. F. Fennemore [1971] 
and J. A. Gerhard [1970]). 

4. Any finite ring (R. L. Kruse [1973], I. V. Lvov [1973]). 

5. Any finite lattice (possibly with operators) (R. McKenzie [1970]). 
(This answers Problem 45 of this book.) More generally: 

6. Any finite algebra which generates a congruence-distributive variety 
(K. A. Baker [a]-see also M. Makkai [1973], W. Taylor [1978] and §62). 
The special case (of 5 and 6) of primal algebras was known much earlier 
(P. C. Rosenbloom [1], A. Yaqub [1]), see also Appendix 5. 

7. Any finite simple algebra with no proper subalgebras except one­
element sub algebras, which generates a congruence-permutable variety 
(R. McKenzie [a]). 

8. If V has only finitely many subdirectly irreducible algebras, all of 
them are finite, and V has definable principal congruence relations, then 
V is finitely based. As a corollary, if V is a locally finite variety and there 
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exist ~l>" • , ~k E V so that every finite ~ E V is isomorphic to some 
~1"1 x ~2"2 X ... X ~k"k, then V is finitely based (R. McKenzie [1978 a]). 
Thus the para-primal varieties of D. M. Clark and P. H. Krauss [1976] 
are finitely based. 

9. Any finite 0-product of finitely based theories is finitely based 
(see W. Taylor [1973], pp. 357-358 and W. Taylor [1975], pp. 266-267). 

lO. Recently V. L. Murski'i [1975] has proved that" almost all" finite 
algebras have a finite basis for their identities (i.e., for fixed type, the 
fraction of such algebras among all algebras of power k approaches 1 as 
k -+ oo-or even, for fixed k, as the number of operations approaches 00.) 

We now turn to equational theories which are not finitely based. Of 
course it is almost trivial to construct such theories using infinitely many 
operations F t (t E T), even some which are equivalent to the (finitely 
based!) theory with no operations. As G. M. Bergman pointed out, non­
finitely based theories with finite T arise almost automatically if we 
consider a semigroup S which is finitely generated (say by F S;;S), but not 
finitely related. Our theory can be taken to have unary operations J for 
IE F and laws Jd2" f1iC=Jk+1" fsx whenever 11" J,,=I1<+l" Js in S. 
Some more interesting research has centered on finding less obvious, but 
more important, examples of theories and algebras which have T finite 
and are still not finitely based: 

11. The algebra with universe {O, 1, 2} and binary operation 

012 

o 0 0 0 

100 1 

2 0 2 2 

(V. L. Murski'i [1], following R. C. Lyndon [2]). 

12. The six-element semigroup 

with ordinary matrix multiplication, see P. Perkins [1969]. Earlier A. K. 
Austin [1966] gave some other varieties of semigroups which are not finitely 
based. 
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13. There is a 64-element finite nonassociative ring with no finite 
equational basis-see S. V. Polin [1976]. 

14. The algebra with universe {O, 1, 2, 3} and binary operation 

0 1 2 3 

0 0 1 3 3 

1 1 1 2 3 

2 3 2 2 3 

3 3 3 3 3 

(R. E. Park [1976]). This is the only known commutative idempotent 
groupoid which is not finitely based. 

15. A certain equationally complete finite algebra, all of whose elements 
are algebraic constants (D. Pigozzi [c]). This answers Problem 46 of this 
book. 

§68. ONE· BASED THEORIES 

Taking ~o and ~ as in §67 we say that ~ (or V =mod~) is one-based iff 
there exists a set of axioms ~o with I~ol = 1. Here are some algebras or 
theories which are one-based: 

1. The variety of all lattices (R. McKenzie [1970]). McKenzie's original 
proof yields a single equation of length about 300,000 with 34 variables. 
R. Padmanabhan [1976] has reduced it to a length of about 300, with 
7 variables. Here we mean lattices formulated as usual with meet and 
join. 

2. Any variety which has a polynomial m obeying 

m(x, x, y) = m(x, y, x) = m(y, x, x) = x 

(a majority polynomial) and is defined by absorption identities, i.e., 
equations of the form x=p(x, y, . .. ). (R. McKenzie [1970]; see also 
R. Padmanabhan [1976].) 

3. Any finitely based variety V of r1-groups (see the beginning of §65) 
(G. Higman and B. H. Neumann [1952]). 

4. Boolean algebras. (G. Gratzer, R. McKenzie and A. Tarski-see 
G. Gratzer [1971], p. 63.) (Cf. F. M. Sioson [1964].) 
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5. Any two-element binary algebra except (within isomorphism) as in 
10 below (D. H. Potts [1965]). 

6. Every finitely based variety with permutable and distributive con­
gruences (R. McKenzie [1975]; R. Padmanabhan and R. W. Quackenbush 
[1973]). By 67.6 this applies to any finite algebra which generates a variety 
with permutable and distributive congruences, e.g., a quasi-primal algebra 
(see A. F. Pixley [1971], R. W. Quackenbush [1974 b]). This result for 
primal algebras was already known to G. Gratzer and R. McKenzie [1967]. 
(R. McKenzie [1975] contains some very interesting special one-based 
varieties. ) 

Here are some theories (and algebras) which are 2-based but not 1-based: 

7. The variety of all lattices given in terms of the single quaternary 
operation D(x, y, z, w) = (x vy) A (z V w) (R. McKenzie [1970]). (Cf. 1.) 

8. Any finitely based variety of lattices other than the variety of all 
lattices and the trivial variety defined by x=y (R. McKenzie [1970]). 
(Here again we mean the usual lattice operations. The fact that they are 
2-based was discovered by R. Padmanabhan [1969].) 

9. Any nontrivial finitely based variety of r 2-groups (defined at the 
beginning of §65) (T. C. Green and A. Tarski [1970], A. Tarski [1968]). 
(Cf. 3 above.) 

lO. ~=<{o, I}; V) and ~=<{o, I}; --.,.) with 

(D. H. Potts [1965]). 

VOl 

0[01 
1 11 1 

--.,. 0 1 

oJll 
1 10 1 

11. If ~ is a finitely based theory of type <m1 , m2 ) with m 1 , m2 ~ 2 in 
which Fl and F2 are each idempotent, i.e., 

~ f- Fj(x, x, ... , x) = x (i = 1,2), 

then ~ is 2-based (and may also be I-based) (R. Padmanabhan [1972]). 

12. If ~ is a finitely based theory with a majority polynomial (as in 2 
above), then ~ is 2-based (and sometimes I-based) (R. Padmanabhan and 
R. W. Quackenbush [1973]). (R. McKenzie [1970] had this result for 
varieties in which lattices are definable.) 



§70. THE LATTlOE OF EQUATIONAL THEORIES 389 

§69. IRREDUNDANT BASES 

~o is an irredundant baBe for ~ iff ~o is a base for ~ but no proper subset 
of ~o is a base. A. Tarski [1968] has defined 

V(~) = {I~oll ~o is an irredundant base for ~}. 

Tarski's interpolation theorem (A. Tarski [1968] and [1975]) states that 
V(~) is always an interval (see G. McNulty and W. Taylor [1975] for a 
connection between this and some other interpolation theorems, especially 
in graph theory; see also S. Givant [1975]). One easily checks that (at 
least for a type <nd t E T) with T finite), either V(~)=0, V(~)={No} or 
V(~) is an interval of natural numbers. All these cases can occur. 

R. McKenzie proved that V(~) can be any interval, and J. Ng showed 
that ~ can be found with one binary operation (see A. Tarski [1968]). For 
example, if 

~ = {F5X1 " ,xs = F5X2 " 'XaXl}, 

then V(~) ={1, 2}, essentially because the cyclic group Os has both a single 
generator and an irredundant set of two generators. V(~) is an unbounded 
interval if ~ I- T=X, where T contains x at least twice (A. Tarski [1968]), 
strengthened by G. McNulty [1976] to the case where T has at least one 
operation of rank ~ 2. On the other hand, if ~ is defined by balanced 
equations, and ~ is finitely based, then V(~) is a bounded interval 
(G. McNulty [1976]). (An equation a= T is balanced iff each variable, each 
nullary operation symbol and each unary operation symbol occurs equally 
often in a and T.) T. C. Green obtained irredundant bases of power n (any 
nEw) for groups (T. C. Green and A. Tarski [1970], see also A. Tarski 
[1968]). V(~) is also defined on pp. 194-195. Finally, note that V is not an 
equivalence invariant. 

§70. mE LATTICE OF EQUATIONAL mEORIES 

Dually to §26 of Chapter 4, for a fixed type <nd t E T) ordering the 
family A of all equational theories by inclusion we obtain a complete lattice. 
More specifically, 

V ~I = {el U ~II- e} = Eq(n mod~I)' 
leI leI leI 

From the proof·theoretic characterization of V it follows that A is an 
algebraic closure system and hence an algebraic lattice. Specifically, the 
compact elements of A are the finitely based theories of §67 above, and 
every element is the join (actually the union) of all its finitely based sub· 
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theories. Obviously the join of two finitely based theories is finitely based 
(this holds for compact elements in any lattice); but the meet (i.e., inter­
section) of two finitely based theories can fail to be finitely based. We 
present an example of J. Karnofsky (unpublished-see D. Pigozzi [1970]) 
(here and below we will sometimes express a theory by one of its finite 
bases without further mention): 

~1: x(yz) = (xy)z 
(xYZ)2 = X2y2z2 
X3y3z2w3 = y3x3z2w3 

~2: x(yz) = (xy)z 
X3y3 = y3X3. 

The theory ~1 n ~2 is not finitely based, for every basis must contain 
equations essentially the same as 

(k = 1,2,3, ... ). 

B. Jonsson [1976] found two finitely based equational theories of lattices 
whose meet is not finitely based (also found by K. A. Baker-unpublished, 
but see D. Pigozzi [1970]). Whether there exist such theories of groups is 
unknown. 

It is of interest to know what the lattices A look like. It has become 
clear that they are very complicated, as we will see. S. Burris [1971 b] and 
J. Jezek [1970] have proved that if the type <ndtE T) has some nt ;:;;2 
or if nt ;:;; 1 for two values of t, then A contains an infinite partition lattice, 
and hence obeys no special lattice laws at all. 

Thus, it has proved fruitful to proceed by studying some (often simpler) 
sublattices of A, namely for fixed ~, the lattice A(~) of all equational 
theories 2~. (Dually, the lattice of all subvarieties of mod ~.) There is 
only one ~ with IA(~)I =1, namely ~={x=y}. Theories ~ with IA(~)I =2, 
i.e., 

• x = Y 
A(~) = I 

.~ 

are called equationally complete (see §27 of Chapter 4). Since every A is an 
algebraic closure system and {x=y} is finitely based, every theory has an 
equationally complete extension, and thus the top of A consists wholly of 
replicas of the above picture. An algebra ~ is equationally complete iff 
Eq ~ is equationally complete. It has been determined that there exist 
many equationally complete theories (and algebras), in two senses. First, 
J. Kalicki [2] (Theorem 27.2) proved that in a type with one binary opera­
tion there exist 2Ko distinct equationally complete theories (and the 
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corresponding number has been evaluated for all types by S. BurrIs 
[1971 b] and J. Jezek [1970], answering Problem 33 of this book). Second, 
A. D. Bol'bot [1970] and J. Jezek [1970] proved that (given at least two 
unary operations or one operation of rank ~ 2) A is dually pseudo-atomic, 
i.e., the zero of A (i.e., ~o = 0) is the meet of all dual atoms (i.e., equation­
ally complete theories). But see some of the examples below for varying 
numbers of equationally complete theories in various A(~). 

J. Kalicki and D. Scott [2] found all equationally complete semigroups; 
there are only No of them. All equationally complete rings were found by 
A. Tarski [1956]; again, there are No of them. We cannot begin to cover 
all the information presently known on equational completeness. For 
further information, see Chapter 4 and D. Pigozzi [1970], Chapter 2. Here 
we sample just a few very recent results. 

Theorem I (D. Pigozzi [a]). There exists an equationally complete variety 
which does not have the amalgamation property. 

(This answers a question of S. Fajtlowicz.) (See 71.6 below for the amalga­
mation property.) 

Theorem 2 (D. M. Clark and P. H. Krauss [1976]). If V is a locally 
finite congruence-permutable equationally complete variety, then V has a 
plain para-primal direct Stone generator. 

(See D. M. Clark and P. H. Krauss [1976] for the meaning ofthese terms­
roughly speaking, this means that V is generated in the manner either 
of Boolean algebras or of primary Abelian groups of exponent p. Cf. 
Appendix 5.) 

For ~=0 in a type with just one unary operation, E. Jacobs and 
R. Schwabauer [1964] have a complete description of A. For unary opera­
tions and constants, see J. Jezek [1969]. 
If~ = Eq QI for a finite algebra QI in a finite similarity type, then D. Scott 

[1] showed that A(~) has only finitely many co-atoms (i.e., equationally 
complete varieties) (Theorem 27.3). If QI generates a congruence-distribu­
tive variety, then Jonsson's lemma (Theorem 39.6) easily implies that 
A(~) is finite. If QI is quasi-primal (see R. W. Quackenbush [1974 b]), then 
A(~) is a finite distributive lattice with a unique atom ( = HSP{S!31 S!3 c QI}), 

and, conversely, every finite distributive lattice with unique atom can be 
represented in this way (H. P. Gumm, unpublished). 

There have been extensive studies on the lattice A(~) in the setting of 
"intermediate" (intuitionistic propositional) logics, and in the setting of 
modal logics. For references and discussion, the reader is referred to 
W. J. Blok [1976]. 

For more examples of A(~), see EL. 
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We close this section with some remarkable general results of R. 
McKenzie on the full lattice A=A(ntitE T», where, temporarily, we 
make the type explicit. 

Theorem 3 (R. McKenzie [1971 a]). From the isomorphism type of 
A( (nt I t E T» one can recover the multiplicity type. 

Theorem 4 (R. McKenzie [1971 a]). (Appropriate (nt It E T).) There 
exists a first order formula 'P(x) with one free variable in the language of 
lattice theory such that the unique element of A satisfying 'P(x) is the equa­
tional theory of groups. (Respectively, semigroups, lattices, distributive 
lattices, commutative semigroups, Boolean algebras.) 

This last theorem had a precursor in J. Jezek [1971 a]: the variety of 
commutative semigroups obeying x2y=xy is definable (in a similar 
fashion). 

J. Jezek [1976 a] has proved that L is isomorphic to an interval in 
A(2» iff L is algebraic and has only countably many compact elements. 

§71. SOME FURTHER INVARIANTS OF THE EQUIVALENCE 
CLASS OF A VARIETY 

1. The spectrum of V is defined as 

spec V = {n E W I (3~ E V) IAI = n}. 

Clearly 1 E spec V, and since V is closed under the formation of products, 
spec V is multiplicatively closed. G. Gratzer [12] proved that, conversely, 
any multiplicatively closed set containing 1 is the spectrum of some 
variety (see also T. Evans [7]). J. Froemke and R. W. Quackenbush [1975] 
showed that this variety need have only one binary operation. The 
characterization of sets spec V for V finitely based seems to be much more 
difficult. R. McKenzie [1975] proved that if K <;;, w is the spectrum of any 
first order sentence, then there exists a single identity a = or such that the 
multiplicative closure of K u {I} is the spectrum of (a= or). (See also B. H. 
Neumann [3].) Characterizations of first order spectra are known in terms 
of time-bounded machine recognizability-see R. Fagin [1974] for detailed 
statements and further references. Note that the definition of spec can be 
extended to mean the image of any forgetful functor (or any pseudo­
elementary class)-see R. Fagin [1974] and [1975] for more details. For 
example, we can consider 

T( V) = {A I A is a topological space and there exists 
(A; F) E V with all Ft E F continuous}. 
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(Some preliminary investigations on T(V) appear in W. Taylor [b].) Of 
course, many descriptions of individual varieties in the literature yield 
spec V. A certain amount of attention has focused on the condition 
spec V ={1}. (See, e.g., B. Jonsson and A. Tarski [2], A. K. Austin [1965] 
and remarks and references given in W. Taylor [1973], p. 382.) For in­
stance, this equation of A. K. Austin [1965] 

((y2· Y)·X)((y2.(y2. y )).Z) = x 

has infinite models but no nontrivial finite models; the same holds for 
any variety which has a binary congruence scheme (see §57), that is, all the 
polynomials occurring in the scheme are binary (see J. Berman and 
G. Gratzer [1976]). 

N. S. Mendelsohn [1977] has shown that if V is an idempotent binary 
variety given by 2-variable equations, then spec V is ultimately periodic. 

2. The fine spectrum of V is the function 

fv(n) = the number of nonisomorphic algebras of power n in V. 

Characterization of such functions seems hopeless. A typical theorem is 
that of S. Fajtlowicz [1973] (see also W. Taylor [1975], pp. 299-300 for a 
proof): iffv(n) = 1 for all cardinals n;;;l, then V must be (within equiva­
lence) one of two varieties: "sets" (no operations at all) or "pointed sets" 
(one unary operation f which obeys the law fx=fy). For some related 
results see W. Taylor [1975], R. W. Quackenbush [a], R. McKenzie [1978 a] 
and D. M. Clark and P. H. Krauss [1977]. 

3. Categoricity in power. Varieties obeying the condition fv(n) = 1 for 
all infinite n;;; the cardinality of the similarity type of V have been 
characterized (within equivalence) by S. Givant [1975 a] and E. A. 
Paljutin [1975]. For a detailed statement, also see, e.g., W. Taylor [1975], 
p.299. 

4. Varietal chains. For any variety V we may define 

VIS; V 2 S; ... S; V S; ... S; V2 S; VI 

with 

as follcws. Vn = HSP(~S'v(n)) and vn is the variety defined by all n-variable 
identities holding in V, i.e., Q( E vn iff every n-generated subalgebra of 
Q( is in V (see the Exercises on p. 191 and Problem 37). As an equivalence 
invariant, one may take the set of proper inclusions in either of these two 
chains. B. Jonsson, G. McNulty and R. W. Quackenbush [1975] prove that, 
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with a few possible exceptions, almost any sequences of proper inclusions 
can occur. 

5. The 8ize of free algebraB is a subject with a long history: precisely, 
define the invariant 

W = w(V) = <wn(V) I n = 0, 1,2, ... > 
= <15=v(n)11 n = 0, 1,2, ... > 

(Le., the cardinalities of V-free algebras). (This notation was introduced in 
E. Marczewski [ll] and the first extensive description of w( V) occurred in 
G. Gratzer [1970 a]; see also S. Fajtlowicz [1970 a], G. Gratzer and J. 
Plonka [1970], [1970 b], [1973], J. Plonka [1971 c] and [1971 d], A. Sekani­
nova [1973].) In Problem 42 of this book, Gratzer asked for a complete 
characterization of the functions w( V)--our references represent only a 
partial solution. 

This invariant has been explicitly evaluated for only a few of the better 
known varieties: vector spaces over a q-element field (wn=qn), Boolean 
algebras (wn = 22ft), semilattices (wn = 2n -1), the variety of groups given 
by the law x3 = 1 (wn =3(l/6)[n<n2 +5)]) (F. W. Levi and B. L. vander Waerden 
[1933]; see also pp. 320-324 of M. Hall [1959]), and the variety of Heyting 
algebras defined by "Stone's identity" (see A. Horn [1969]). The quasi­
primal varieties of Pixley et al. often have very easily calculated w (see, 
e.g., A. F. Pixley [1971] or R. W. Quackenbush [1974 b] for quasi-primal 
varieties); see the chart on page 291 ofW. Taylor [1975] for some explicit 
calculations. 

But for most garden varieties, the invariant w( V) is either trivial 
(because infinite) or hopelessly complicated. Sometimes special cases can 
be calculated. Dedekind found in 1900 that the free modular lattice on 3 
generators has 28 elements ("free algebra" had not yet been defined); see 
G. Birkhoff [7], p. 63. For some other special calculations (distributive 
lattices, etc.), see G. Birkhoff [7], p. 63, A. G. Waterman [1965], J. Ber­
man, A. J. Burger and P. Kohler [1975] andJ. Berman and B. Walk [1976]. 
The class of all finite w( V) is closed under (coordinatewise) multiplication 
(see, e.g., W. Taylor [1975], p. 266), and it forms a closed set in the space 
WID (S. Swierczkowski-see E. Marczewski [ll], p. 181). 

In general algebra, a typical theorem is that of J. Plonka [1971 c] and 
[1971 d]: if wn(V)=n·2n-1, then V must be equivalent to one of four 
varieties, namely those given by ~C~4: 

~1: xx = x 
(xy)z = x(yz) 
x(yz) = x(zy) 
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1:2: XX = X 
(xy)z = (XZ)y 
x(yz) = xy 
(xy)y = xy 

1:3: XX = X 
(xy)Z = (XZ)y 
X(yZ) = xy 
(xy)y = X 

1:4: (XYZ)UV = X(YZU)V = XY(ZUV) 
xyy = X 
xyz = xzy 

where 1:4 has a single ternary operation, denoted by juxtaposition. 

6. The amalgamation property (AP) for V generalizes the existence (due 
to O. Schreier) of amalgamated free products in group theory. (One form 
of) the AP states that given ~, sa, ~ E V and embeddings f: ~ -+ sa, 
g: ~ -+~, there exists 'Sl E V and embeddings f': sa -+ 'Sl, g': ~ -+ 'Sl such 
that ff' = gg'. A general investigation of AP began with B. Jonsson [3], [6] 
and now there is an extensive literature-e.g., see D. Pigozzi [1971], P. D. 
Bacsich [1975], [1975 a], J. T. Baldwin [1973], P. Dwinger [1970], H. Hule 
and W. B. Miiller [1976], W. K. Forrest [a], J. L. MacDonald [1974], 
H. Simmons [1972], P. E. Schupp [a], M. Yasuhara [1974], P. D. Bacsich 
and D. Rowlands-Hughes [1974]; see also G. Gratzer [1978], §V.4. Varieties 
known to have AP are relatively rare, but include groups, lattices, distribu­
tive lattices and semilattices (see 9 below). No other nontrivial variety of 
modular lattices has AP, see G. Gratzer, B. Jonsson and H. Lakser [1973]; 
a lattice variety having AP is join-irreducible in the lattice of all varieties 
of lattices, see G. Gratzer [1976]; and AP fails for semigroups-J. M. 
Howie [1962], N. Kimura [1957]. We cannot begin to mention all results 
on the AP, but one representative theorem comes from D. A. Bryars [1973] 
(also see P. D. Bacsich [1975]): V has the AP iff for any universal formulas 
al(xV X2, •.. ), a 2(xl , X2, ... ) such that V l= al Va2' there exist existential 
formulas f3l' f32 such that V l= f3i -+ al (i= 1,2) and V l= f3l V f32' 

For a related property, see J. Jezek and T. Kepka [1975]. 

7. A variety V has the congruence extension property (CEP) iff every 
congruence 0 on a subalgebra sa of ~ E V can be extended to all of ~, i.e., 
there exists a congruence 0/ on ~ such that 0 = 0/ n B2. Abelian groups 
and distributive lattices have CEP, but groups and lattices do not. See, 
e.g., B. Banaschewski [1970], D. Pigozzi [1971], B. A. Davey [1977], 
A. Day [1971] and [1973], E. Fried, G. Gratzer and R. W. Quackenbush 
[a] and [b], G. Gratzer and H. Lakser [1972], P. D. Bacsich and D. Row-
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lands-Hughes [1974], R. Magari [1973 a], G. Mazzanti [1974] (where one 
will find some other references to the Italian school-in Italian usage, 
"regolare" meitns "having the CEP"). In P. D. Bacsich [1975] there is a 
syntactic characterization of CEP in the style of that for AP in 6 above, 
although these two properties are really rather different. This characteriza­
tion is closely related to A. Day [1971]. Notice that in Boolean algebras 
the CEP can be checked rather easily because every algebra !:!3 is a sub­
algebra of some power ~(l, where 2( is the two-element algebra and every 
congruence e on !:!3 is of the form 

<at)e<bt) iff {i I at = bl} E 5' 

for some filter 5' of subsets of I. (Of course, the same filter 5' may be used 
to extend e to larger algebras.) A variety in which congruences can be 
described by filters in this manner is called jiltral-see, e.g., E. Fried, 
G. Gratzer and R. W. Quackenbush [1976], [a], and [b], G. Mazzanti [1974], 
R. Magari [1973 a] and especially G. M. Bergman [1972]. But, e.g., semi­
lattices form a nonfiltral variety which has CEP. It is open whether 
filtrality implies congruence-distributivity. For CEP see also A. R. Stralka 
[1971]. 

In G. Gratzer [1971], p. 192, the question is raised: if V satisfies 

HSX = SHX, for all X s V 

then does V have the CEP1 This is obviously true for lattice varieties. 

8. A variety V is residually small iff V contains only a set of subdirectly 
irreducible (s.i.) algebras, i.e., the s.i. algebras do not form a proper class, 
equivalently, there is a bound on their cardinality. It turns out that this 
bound, if it exists, may be taken as 2n, where n = No + the number of opera­
tions in V (see W. Taylor [1972]). For some conditions equivalent to 
residual smallness, see W. Taylor [1972] and B. Banaschewski and E. 
Nelson [1972]; also see J. T. Baldwin and J. Berman [1975] where, e.g., 
finite bounds on s.i. algebras are considered. R. McKenzie and S. Shelah 
[1974] consider bounds on the size of simple algebras in V and obtain a 
result analogous to the bound of 2n just above. 

Some residually small varieties: Abelian groups, commutative rings with 
a law xm=x, semilattices, distributive lattices, various "linear" varieties 
(as in 3 above); also if V =HSP m for m finite and V has distributive con­
gruences (e.g., if m is any finite lattice), then V is residually small by 
Jonsson's lemma (Theorem 39.6). Also any 0-product of two residually 
small varieties is residually small. (Similarly for AP and CEP.) Some 
varieties which are not residually small: groups, rings, pseudocomple­
mented semilattices, modular lattices, and HSP m for m either 8-element 
non-Abelian group (both generate the same variety). 
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A variety V is residually small iff every m in V can be embedded in an 
equationally compact algebra ~ (W. Taylor [1972]). J. Mycielski [3] defined 
~ to be equationally compact iff every set r of equations with constants 
from >23 is satisfiable in >23 if every finite subset of r is satisfiable in >23. 
Equational compactness is implied by topological compactness, but not 
conversely. For a detailed treatment and examples, consult Appendix 6; 
see also W. Taylor [1975 a]. Thus we are led to the following question 
(W. Taylor [1972]): if V is residually small, can every algebra in V be 
embedded in a compact Hausdorff topological algebra? An affirmative 
answer has been given for many varieties. 

Among the equationally compact >23;2 m there is one which is "smallest", 
i.e., a "compactification of m "-see W. Taylor [1972], p. 40 or B. Bana­
schewski [1974 a]. B. W!;lglorz [2] proved that this compactification is 
always in HSP m. 

9. The conjunction of AP, CEP and residual smallness (6-8) is equiva­
lent to the purely category-theoretic property of injective completene88 
(see B. Banaschewski [1970]). (R. S. Pierce [1968] noticed that injective 
completeness implies AP.) V is injectively complete (or, "has enough in­
jectives") iff every algebra in V is embeddable in a V-injective, i.e., an 
algebra m E V such that whenever >23 s; <r E V and f: ~ _ m is a homo­
morphism, there exists an extension of f to g: <r _ m. (See, e.g., P. Freyd 
[1964], §4.9 but remember that most varieties are not Abelian categories.) 
The variety of semilattices has enough injectives (G. Bruns and H. Lakser 
[1970], A. Horn and N. Kimura [1971]) and so does that of distributive 
lattices (B. Banaschewski and G. Bruns [1968], R. Balbes [1967]). For a 
theory of injective hulls in varieties, see W. Taylor [1971 a], p. 411. We 
know examples to show that AP, CEP and residual smallness are com­
pletely independent properties, except for one case. It is not known 
whether AP and residual smallness imply CEP. For further information 
on varieties with enough injectives, see A. Day [1972] and O. D. Garcia 
[1974]. In 10 just below we will mention another category-theoretic 
property of varieties. Yet another one is that of being a binding category, 
investigated for varieties in J. Sichler [1973 a] and Z. Hedrl:in and J. 
Sichler [1971]. 

10. Unique factorization of finite algebras (UFF) in V (i.e., if 
m1 x ... x mn ~ >231 x ... x >23s E V is finite and no mi or ~j can be further 
decomposed as a product of smaller factors, then n=8 and after suitably 
renumbering, m1 ~>231' m2 ~>232" . " mn ~>23n)' Historically this problem has 
been approached independently of any mention of V but the results 
obtained often have an equational character. G. Birkhoff[7], p. 169 proved 
that V has UFF if V has a constant term a such that 
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V 1= F(a, ... , a) = a for all operations F of V (*) 

and V has permutable congruences, and B. Jonsson [6] improved "per­
mutable" to "modular". B. Jonsson and A. Tarski [1] proved that V has 
UFF if V has a constant, term a obeying (*) and a binary operation + 
such that 

V 1= x+a = x = a+x. 

R. McKenzie [1972] showed that the variety of idempotent semigroups has 
UFF, but the variety of commutative semigroups does not (see G. Birkhoff 
[7], p. 170). UFF has an influence on the fine spectrum (defined in 2)­
see W. Taylor [1975], pp. 285-286. For the closely related subject of 
"cancellation", see L. Lovasz [1971] and R. R. Appleson [1976]. 

11. Universal varieties. We must refer the reader to the papers of 
D. Pigozzi [1976] and [b] for this relatively new notion which promises to 
be quite important. V is universal iff for every similarity type there exist 
V-terms at corresponding to the operations F t of this type, such that for 
each ~ of this type there exists mE V such that ~ is a sub algebra of 
<B; {atlBl t E T}), which obeys exactly the same laws as ~. (E.g., the 
variety of quasigroups is universal.) Many undecidability and lattice­
theoretic results extend to universal varieties. 

12. The Schreier property (all subalgebras of free algebras are free) is 
investigated in S. Meskin [1969], P. Kelenson [1972], C. Aust [1974], 
A. I. Budkin [1974], J. Jezek [1976]. 

§72. MAL'CEV CONDITIONS AND CONGRUENCE IDENTITIES 

Mal'cev's Theorem 26.4 and B. Jonsson's result given in Exercise 5.70 
are two early examples of "Mal'cev conditions", as named in G. Gratzer 
[1970]; see also W. Taylor [1973], W. D. Neumann [1974] or J. T. Baldwin 
and J. Berman [a] for a precise definition. The number of properties 
known to be Mal'cev-definable has been growing rapidly-see W. Taylor 
[1973] for a summary of those known up to 1973 and S. Bulman-Fleming 
and W. Taylor [1976] for a partial updating; also see K. A. Baker and 
A. F. Pixley [1975] and G. M. Bergman [1977]. They include the following: 

IAI divides IBI whenever ~sm E V, m finite; 
V has no topological algebras with noncommutative homotopy; 
no ~ E V is a union of two proper subalgebras; 
V has no nontrivial finite algebras. 
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The first three of these hold for all groups. The last one has the distinction 
that there is no way to enumerate recursively a Mal'cev condition for it, 
as was observed by J. Malitz-see W. Taylor [1973], p. 383. See W. Taylor 
[1973], W. D. Neumann [1974], or J. T. Baldwin and J. Berman [a] 
for a necessary and sufficient condition for a property of varieties to be 
Mal'cev-definable which easily entails all the above examples (and many 
more) except the second. 

Permutability and modularity of congruences have been important 
from earliest times in universal algebra (cf. §71.10 above and for recent 
examples, see H. P. Gumm [b] and [d], W. Taylor [a] and the recent work 
of J. D. H. Smith [1976]). But the condition which has been most im­
portant recently is distributivity; this importance stems from J6nsson's 
lemma (Theorem 39.6). (Also see K. A. Baker [1974].) For the finite case, 
see also R. W. Quackenbush [1974] for a somewhat simpler proof; a 
similar argument had earlier been known to A. F. Pixley [1970]. Among 
many uses of this result has been the investigation of congruence lattices, 
and the "internal" model theory of many individual varieties whose 
algebras have the operations oflattice theory among their operations. See, 
e.g., J. Berman [1974], B. A. Davey [1977], and references given there. 
A very important kind of algebra generating a congruence-distributive 
variety is a quasi-primal algebra (see §75), i.e., within equivalence, an 
algebra ~=<A; T, Flo F 2 ,··· > where A is a finite set and 

T( ) _ {X if x =1= y, 
x, y, Z - 'f 

Z 1 X = y. 

Every finite algebra in HSP ~ is uniquely a product of subalgebras of~. 
Many of the equivalence-invariants of these varieties (e.g., the fine spec­
trum, CEP, AP, wn(V)-see §71) are relatively easy to evaluate. See 
A. F. Pixley [1971] and R. W. Quackenbush [1974 b] for details and further 
references-the notion goes back essentially to A. F. Pixley, building on 
work of A. L. Foster and P. C. Rosenbloom; see also M. I. Gould and 
G. Gratzer [1] and §23. For infinite analogs of primal algebras, see S. Tuli­
pani [1972] and A. Iwanik [1974 a]. 

D. M. Clark and P. H. Krauss [1976], [1977] have developed a remark­
able theory of para-primal algebras, a kind of nondistributive generaliza­
tion of quasi-primal algebras, combining ideas of quasi-primality and 
linear algebra-see §77. Also see R. W. Quackenbush [a], R. McKenzie 
[1978 a]; and §67.8 above. 

A. F. Pixley and R. Wille established an algorithm (A. F. Pixley [1972 b], 
R. Wille [1970]; also see W. Taylor [1973], Theorem 5.1) to convert every 
congruence identity in A, V, and 0 into a weaker form of Mal'cev condi­
tion. Which of these conditions are "new" remains an open question. 
For more information, consult §60. 
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Another Mal'cev-definable property of varieties V which has received 
wide attention is that 5'v(n) ~ 5'v(m). (See, e.g., E. Marczewski [ll].) 
For fixed no, the set of numbers 

{n E W \5'v(n) ~ 5'v(no)} 

is always an arithmetic progression, and any progression can occur 
(see §31). If 5'v(n)~5'v(m) with m=/=n, then V has no nontrivial finite 
algebras (B. Jonsson and A. Tarski [2]). (Also see D. M. Clark [1969].) 

See B. Csak8.ny [1976] for a collection of properties of varieties resemb­
ling, but more general than, Mal'cev conditions. A nice special example is 
in L. Klukovits [1975]. 



APPENDIX 5 

PRIMALITY: THE INFLUENCE OF BOOLEAN 
ALGEBRAS IN UNIVERSAL ALGEBRA 

By Robert W. Quackenbush 

§73. INTRODUCTION 

The equational class of Boolean algebras is one of the most thoroughly 
studied classes of algebras even though important questions remain un­
answered and important discoveries are still being made (such as the 
characterization of projective Boolean algebras by R. Freese and J. B. 
Nation). We shall review some of the important ways in which classes of 
algebras mimic the behavior of Boolean algebras, based on the ideas of 
A. L. Foster. 

We first concentrate on !;!31> the 2-element Boolean algebra. It is the 
smallest nontrivial Boolean algebra and every Boolean algebra can be 
built up from !;!31 using only direct products and subalgebras. 

Let ~ be a 2-element algebra; when is ~ Boolean up tot polynomial 
equivalence (Le., when do ~ and !;!31 have the same set of functions as 
polynomials; for a precise description of polynomial equivalence, see §8 
and §60; see also §65)? 

One of the most important properties of!;!31 is that every function on 
!;!31 is a polynomial; in fact, this characterizes !;!31. Thus we have: ~ is !;!31 
(up to polynomial equivalence) if and only if every function on ~ is a 
polynomial on ~. 

This characterization is of great interest to logicians in their study of 
truth functions and to computer scientists in their study of logic circuits. 
Is there a characterization Of!;!31 that would be of more interest to algebra­
ists? Indeed there is, and it is due to A. L. Foster and A. F. Pixley [1]: 
~ is !;!31 if and only if (a) ~ is simple, (b) ~ has no proper sub algebras, 
(c) ~ has no proper automorphisms, (d) ~ generates a congruence per­
mutable equational class, (e) ~ generates a congruence distributive equa­
tional class. 

Clearly !;!31 satisfies (a)-(e). For the converse, it suffices to prove that 
5'~(n) is ~IAln. Of course, 5'21(n) is a subalgebra of ~IAln. By (b), 5'~(n) is a 

t Called definitional equivalence in Appendix 3 and equivalence in Appendix 4. 
401 
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subdirect power of ~. Then (a) and (d) say that 3'~(n) is ~m for some 
m;:;; lAin. Next, (a) and (e) say that m is the number of dual atoms in 
cr(3'~(n)). Finally, (a), (b) and (c) say that cr(3'~(n)) has lAin dual atoms. 

A third characterization of ~l involves the subalgebras of finite powers 
of ~l; this characterization is due to P. H. Krauss [1972 a]. Consider 
~ £ (~l)n and 1;:;; i, j;:;; n. Set i '" j iff or every b E B, bl = bj ; clearly", is an 
equivalence relation. Let J £{1, .. " n}; J is ~-reduced if '" restricted to 
J is the identity relation. Let '11) be the projection of (~l)n onto (~l)'; 
then ('/TJ)B is onto (~l)' if and only if J is ~-reduced. Thus ~ is ~l if and 
only if for every finite I, every ~£~l and every ~-reduced J£I, ('/TJ)B is 
onto ~J. The proof is quite easy: For any finite algebra ~, 3'~(n)£~IAln 
and lAin is always 3'~(n)-reduced. 

§74. PRIMAL ALGEBRAS 

Notice that none of the three characterizations of ~l make use of the 
fact that ~ is a 2-element algebra. Thus, as with A. L. Foster [3], we define 
a finite nontrivial algebra ~ to be primal if every function on ~ is a poly­
nomial of ~. Moreover, the second and third characterizations of ~l carry 
over verbatim to primal algebras. 

Example (D. Webb [1936]). ({O, 1,···, n-1}; *> is primal, where x*y= 
max(x+1, y+1) with addition mod n. 

How closely to ~l does a primal algebra behave 1 On the basis of the 
three characterizations, we expect quite similar behavior. In some sense 
the behavior is as close as possible: The equational class generated by a 
primal algebra is isomorphic as a category to the category of Boolean 
algebras (where morphisms are all homomorphisms); moreover, anyequa­
tional class isomorphic to Boolean algebras is generated by a primal algebra 
(see T.-K. Hu [1969]), This isomorphism shows that many important 
properties of Boolean algebras transfer to equational classes generated by 
a primal algebra. One interesting property which transfers but is not 
implied by the category isomorphism is that the equational class generated 
by a primal algebra (of finite type) is defined by a single identity (see 
G. Gratzer and R. McKenzie [1967]). 

It seems clear that type plays no significant role in the study of primal 
algebras since the characterizations involve polynomials rather than opera­
tions. However, this is not the case. The five conditions (a)-(e) of the 
algebraic characterization of primal algebras are independent; yet if we 
restrict ourselves to only one operation (which must be at least binary), 
then conditions (d) and (e) are redundant. This unexpected result is due to 



§75. QUASI.PRIMAL ALGEBRAS 403 

G. Rousseau [1967] and is based upon an important but extremely difficult 
theorem of 1. Rosenberg [1970 b] (its proof covers some 80 pages). Rosen­
berg's theorem describes all maximal proper sets of functions closed under 
composition on a finite set. Thus a finite nontrivial algebra m is primal if 
and only iff or each such maximal set there is an operation of m not belong­
ing to the set. 

Since primal algebras have so many special properties, they must be 
very sparse among all finite algebras of fixed type. Let us restrict our 
attention to groupoids. If N(n) is the number (of isomorphism classes) of 
groupoids of cardinality nand P(n) is the number of primal algebras of 
cardinality n, then we are interested in the behavior of P(n)jN(n) as 
n -+ 00. For instance, for a random finite groupoid, what is the probability 
that it has no I-element subalgebras? If Iml =n, it is [(n-l)jn]n since 
m has no I-element subalgebras if and only if a·a#a for every a E m. This 
ratio tends to e- l ; thus the limiting value of P(n)jN(n) (if it exists) is 
~e-l. Remarkably, the limit does exist and is equal to e- l . I first saw 
this result in an unpublished manuscript of R. O. Davies. The proof uses 
both Rousseau's theorem and Rosenberg's theorem and shows that almost 
every finite groupoid is simple, has no proper automorphisms and has no 
proper nontrivial subalgebras. 

§75. QUASI. PRIMAL ALGEBRAS 

We now turn our attention to the generalizations of primal algebras, 
whose hyphenated names make quite a cacophony. The most important 
of these generalizations is the concept of a quasi-primal algebra. For this 
we need the ternary discriminator function, t(x, y, z) which is defined on 
any set A by: t(a, a, b)=b and t(a, b, c)=a if a#b. A finite nontrivial 
algebra, m, is quasi-primal if t(x, y, z) is a polynomial of m. Quasi-primal 
algebras were introduced by A. F. Pixley [1970] under the name "simple 
algebraic algebra" and were given their current name by him in A. F. 
Pixley [1971]. 

We can now characterize quasi-primal algebras in a manner similar to 
the three characterizations of primal algebras: 

(1) A finite nontrivial algebra m is quasi-primal if and only if for every 
n~ 1, every function f: An -+ A which preserves the subalgebras and 
internal isomorphisms of m is a polynomial of m. (We say f preserves the 
subalgebras of m if for every av ... , an E A, f(al, ... , an) is contained in 
the subalgebra of m generated by {aI' ... , an}. By an internal isomorphism, 
cp, of m is meant an isomorphism between (not necessarily distinct) sub­
algebras of m; f preserves cp: ml -+ m2 if for all aI' ... , an E ml , f(cp(al), ... , 
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fP(an))=fP(f(a1,···, an»·) This characterization is in actuality Pixley's 
original definition; in A. F. Pixley [1971] he proved that this condition is 
equivalent to t(x, y, z) being a polynomial of m. 

(2) A finite nontrivial algebra m is quasi-primal if and only if (a') every 
subalgebra of m is simple, (d), (e). Notice that condition (a) is replaced by 
(a') since t(x, y, z) being a polynomial of Ql forces all subalgebras to be 
simple. This characterization is due to A. F. Pixley [1970]. 

(3) A finite nontrivial algebra Ql is quasi-primal if and only if for 
each finite 1, each ~s;mI, each ~-irredundant subset JS;I, 7TA~)= 
T1 (7Tj(~) Ii G J). (J is ~-irredundant if the restriction of the equivalence 
relation", to J is the identity relation, where '" is defined by: i '" j if and 
only if there is an isomorphism fP from 7Tj(~) onto 7Tj(~) such that for all 
b E~, fP(b j ) = bj .) This characterization is due to P. H. Krauss [1973]. 

A quasi-primal algebra m is demi-semi-primal (R. W. Quackenbush 
[1971]) if every internal isomorphism of Ql can be extended to an auto­
morphism of m; m is demi-primal (R. W. Quackenbush [1971]) if m con­
tains no proper subalgebras, and m is semi-primal (A. L. Foster and 
A. F. Pixley [1]) if the only internal isomorphisms on Ql are the identity 
maps on the subalgebras. Note that both demi-primal and semi-primal 
algebras are demi-semi-primal. Properly between demi-semi-primal and 
semi-primal algebras are the infra-primal algebras (A. L. Foster [1971]): 
m is infra-primal if it is demi-semi-primal and if each internal isomorphism 
is an automorphism on its domain. 

Example 1. GF(q), the Galois field on q elements, is quasi-primal. In 
fact, for p prime, GF(p) is semi-primal. For n~2, GF(pn) is infra-primal 
but not semi-primal. 

Example 2. A simple monadic algebra is a Boolean algebra with an 
added unary operation 0 such that 0(1) = 1 and for a < 1, O(a) =0. Finite 
simple monadic algebras are quasi-primal. The 2-element simple monadic 
algebra is Boolean and hence primal while the 4-element one is demi-semi­
primal. No others are demi-semi-primal. 

Example 3. Build your own quasi-primal algebra: (i) Take a set A with 
1 < IA 1< w. (ii) Take a collection S(A) of subsets of A (with A E S(A» 
closed under set intersection. (iii) Take a collection l(A) of bijections with 
domains and ranges being members of S(A) closed under composition, 
inverse and restriction (i.e., if fP: Al --+ A2 E I(A), A12A3 E S(A), then 
fPAa E l(A». (iv) Make sure that if fP E I(A) then {a I a = fP(a)} E S(A). 
(v) Let F be the set of all functions on A which preserve S(A) and l(A). 
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Then <A; F) is quasi-primal, S(A) is the set of subalgebras of 21 and those 
t:p E J(A) with nontrivial domain are the internal isomorphisms of 21. This 
recipe can be found in M. G. Stone [1972]. 

Example 4. Almost every finite algebra is semi-primal. Just as the 
proportion of primal groupoids is e-l, V. L. Murskii [1975] shows that the 
proportion of semi-primal groupoids all of whose proper subalgebras are 
trivial is 1. This obviously implies the same result for any fixed type 
(containing at least one at least binary operation). 

Using the method of Example 3 it is easy to show that the special cases 
of quasi-primality so far introduced have no inclusions among themselves 
other than the obvious ones. The reader is invited to modify the three 
characterizations of quasi-primal algebras for each of the special cases 
introduced above. 

§76. ARITHMETICAL ALGEBRAS 

Let us return to the second characterization of quasi-primal algebras. 
There three conditions are listed. What happens if we delete one 1 If we 
delete condition (a'), then we merely have that m generates a congruence 
permutable and congruence distributive equational class. Bya well-known 
result of A. F. Pixley [1] this is equivalent to the existence of a polynomial 
p(x, y, z) satisfying: 

p(x, y, x) = p(x, y, y) = p(y, y, x) = x. (*) 

This is a rather weak condition for a single algebra (although it is a very 
strong and important condition for the equational class it generates); in 
particular, it is true for every algebra in the equational class generated by 
it. Thus, we want to add a condition. One such condition is to require that 
every function F: A n ~ A which preserves the congruences of 21 be a 
polynomial of 21 (f preserves 0 E 0(21) if for every av ... , an' b1 , ••• , bn E 21 
with aj=bj(0) for l~i~n, we havef(av ···,an )=f(bv ···,bn)(0). See 
Problem 6 and Exercise 27 of Chapter 1.) In particular, this means that 
every element of 21 is the value of a constant polynomial. Thus, following 
A. F. Pixley [1972 a], we call an algebra 21 arithmetical if <r(21) is distributive 
and permutable. Following A. L. Foster [1970], we call a finite nontrivial 
algebra 21 hemi-primal if for every n~ 1, every function f: An ~ A which 
preserves <r(21) is a polynomial of 21. Then A. F. Pixley [1972 a] proves the 
following characterization theorem for arithmetical hemi-primal algebras. 

A finite nontrivial algebra 21 is arithmetical hemi-primal if and only if 
(b), (c') if 01> O2 E 0(21) and g: 21/0 1 ~ 21/02 is an isomorphism, then g 
is the identity function (and so 0 1 = O2 ), (d), (e). 
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Arithmetical hemi-primal algebras are as yet poorly understood; there 
is a dearth of natural examples and there is no characterization in terms 
of subalgebras of ~I. However, as in the quasi-primal case, we can build 
our own arithmetical hemi-primal algebras: (i) Take a set A with 
1 < IAI < w. (ii) Take a distributive, permuting {O, 1}-sublattice <r(A) of 
E(A), the lattice of equivalence relations on A (in particular, any chain 
containing wand t is such). (iii) Take F to be all functions on A which 
preserve <r(A). By a result of R. W. Quackenbush and B. Wolk [1971], 
<r(A) is the congruence lattice of <A; F). By A. F. Pixley [1972 a], F 
contains a function p(x, y, z) satisfying (*) and hence <A; F) is arith­
metical hemi-primal. In the case that <r(A) is a chain, <A; F) is called 
linear hemi-primal. 

§77. PARA-PRIMAL ALGEBRAS 

Let us consider conditions (a/) and (d), thus dropping congruence 
distributivity. Conditions (a/) and (d) are still strong enough to guarantee 
that every subalgebra of a finite power of ~ is a direct product of sub­
algebras of~. However, the third characterization of quasi-primal algebras 
does not carryover to this case. For instance, if Z2=<{0, I}; +) is the 
2-element group, then the congruence lattice of (Z2)2 is not distributive. 
Let '3S;(Z2)4 be {<O, 0, 0, 0), <0,1,0, I), <1,0,1,0), <1,1,1, I), 
<0,0,1, I), (1, 1,0,0), <0, 1, 1,0), <1,0,0, I)}; as a subset of 
(Z2)2 x (Z2)2, '3 is the congruence on (Z2)2 induced by the subgroup 
{<O,O), <1, I)}. Now note that {I, 2, 3, 4} is '3-irredundant but that 
'3 i= (Z2)4. 

Also notice that if we project (Z2)4 onto its first 3 components, then the 
restriction to '3 is 1-1. Thus while {I, 2, 3, 4} is '3-irredundant, it is in an 
obvious sense not minimal. We formalize this as follows: a '3-irredundant 
subset J s;1 is '3-minimal if (7TJ)E is 1-1 but for no proper subset J' cJ is 
(7TJh 1-1. Since a maximal '3-irredundant set J has the property that 
(7TJ)E is 1-1, '3-minimal subsets of 1 always exist. Following D. M. Clark 
and P. H. Krauss [1976] we define a finite nontrivial algebra ~ to be 
para-primal if for every finite 1, every '3 S; ~I, and every '3-minimal subset 
Js;1, we have that 7TJ('3)=D (7Tj('3) Ij EJ). Their fundamental result is: 

A finite nontrivial algebra ~ is para-primal if and only if (a/) and (d). 
The biggest difficulty in the proof is to show that a para-primal algebra 

generates a congruence permutable equational class. This was first done 
in R. W. Quackenbush [a] in a round-about manner. This result has a nice 
generalization which gives a remarkable converse to the following well­
known proposition: 
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If K is a locally finite congruence permutable equational class in which 
each finite subdirectly irreducible algebra is simple, then each finite 
algebra in K is a direct product of simple algebras. 

Notice that K is generated by Simf(K), the set of finite simple algebras 
in K and that the proposition remains true if we delete "locally finite". 
However, in order to prove the converse, some condition like local finite­
ness is needed. If K is locally finite, then Simf(K) contains only finitely 
many n-generated algebras for each n; call such a set of finite algebras 
generically finite. Notice that any finite subdirect product of algebras from 
Simf(K) is isomorphic to a direct product of some subset of the factors. 
Call any such set of finite algebras a strong direct factor set. Now we can 
state the converse: 

Let K' be a generically finite strong direct factor set of finite algebras 
with S(K')s::P(K'). Then K, the equational class generated by K', has 
permutable congruences. 

Interestingly, K's::Simf(K), but equality need not hold. However, 
Simf(K) does contain all finite subdirectly irreducible algebras in K, 
Simf(K) is a generically finite strong direct factor set, and the set of 
cardinalities of members of Simf(K) is the same as that of K'. 

There is as yet no characterization of para-primal algebras in terms of 
polynomials. Any nice solution is likely to make use of the following result 
(H. Werner [1974]): In a congruence permutable equational class, a direct 
product of simple algebras, ~1 x ... X ~n' has a distributive congruence 
lattice if and only if for each 1 ~ i <j ~ n, ~ x ~j has a distributive con­
gruence lattice. Thus if ~ is para-primal but not quasi-primal, then 
<r(tr~(3)) is not distributive. Since tr~(3) is a direct product of subalgebras 
of ~, we have that for some subalgebras ~o, ~l> of ~, <r(~o x ~1) is not 
distributive. But then it can be shown that <r(~02) is not distributive. 
Call such an ~o affine. We really only need to characterize the polynomials 
of affine para-primal algebras since nonaffine para-primal algebras behave 
very much like quasi-primal algebras as far as their contribution to free 
algebras is concerned. 

Fortunately, R. McKenzie [1978 a] has characterized affine para-primal 
algebras. He calls a nontrivial finite algebra <A; F) affine if there are p 
and n such that A=(Zp)n (Zp=<{O, 1,·· ',p-l};+(modp) for p prime) 
and each m-ary f E F is of the form tp+c where tp: (Zp)mn -7 (Zp)n is a 
homomorphism and c E (Zp)n. In particular, each finite abelian group of 
prime power order is affine. Then McKenzie's characterization asserts that 
the simple affine algebras are just the para-primal affine algebras (and in 
particular, they have prime power order). 

Finally, the very nice paper of H. P. Gumm [d] must be mentioned. It 
gives very elegant proofs for many of the results mentioned in this section. 
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§78. DUAL.DISCRIMINATOR ALGEBRAS 

Now we turn to considering conditions (a') and (e). This area is virtually 
unexplored. If we add condition (b), then these algebras have been studied 
by P. D. Bacsich [1973] under the name "crypto-primal algebras". How­
ever, his study is restricted to model theoretic properties of crypto-primal 
algebras, and he does not address himself to the questions we are in­
vestigating here. 

A very interesting and important paper ofE. Fried and A. F. Pixley [a] 
does take a big step in investigating conditions (a') and (e). They study 
the dual-discriminator function, d(x, y, z), which is defined on any set A by: 
d(a, a, b)=a and d(a, b, c)=c if a,pb. The dual-discriminator can always 
be obtained from the discriminator: d(x, y, z) =t(x, t(x, y, z), z). But the 
2-element lattice (in which d(x, y, z) = (x vy) 1\ (x V z) 1\ (y V z)) shows that 
t(x, y, z) cannot always be obtained from d(x, y, z). 

Call a finite nontrivial algebra 21 a dual-discriminator algebra if d(x, y, z) 
is a polynomial of 21. Since d(x, x, y)=d(x, y, x) =d(y, x, x) =x, 21 generates 
a congruence distributive equational class; moreover, using d(x, y, z), it is 
easy to prove that each subalgebra of 21 is simple. Thus a dual-discrimina­
tor algebra satisfies (a') and (e). 

E. Fried and A. F. Pixley characterize dual-discriminator algebras in 
terms of their polynomials. A subalgebra, m, of 210 x 211 is rectangular if 
for each ao E Ao and a l E A l , I{bo E Ao I <bo, al ) E B}I is 0, 1, or l7To(B)1 and 
I{bl E All <ao, bl ) E B}I is 0,1, or h(B)I. The characterization is: 

A finite nontrivial algebra, 21, is a dual-discriminator algebra if and only 
if every function f: An -+ A which preserves the rectangular subalgebras 
of 212 is a polynomial of 21 (f preserves m, a subalgebra of 212, if <f,f): 
A2n -+ A2 preserves m). 

Notice that there is no explicit reference to f preserving the subalgebras 
and internal isomorphisms. This has been taken care of by the rectangular 
subalgebras of 212: if 210 s:; 21, then (210)2 is a rectangular subalgebra of 212 
while if'P: Ao -+ Al isaninternalisomorphism of 21, then {<a, 'P(a) I a E Ao} 
is a rectangular subalgebra of 212. 

There is as yet no characterization of dual-discriminator algebras in 
terms of subalgebras of powers of 21. Such a characterization can likely 
be obtained by making use of a result in G. M. Bergman [1977]: In 
any equational class with a majority polynomial (i.e., a polynomial 
m(x, y, z) satisfying m(x, x, y)=m(x, y, x)=m(y, x, x)=x) any subalgebra 
of 211 x ... x 21n is determined by its projections onto 21j x 21j for 
1 ~i<j~n. 

Example. Any finite nontrivial weakly associative lattice with the 
unique bound property is a dual-discriminator algebra. «A; V, 1\) is such 
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an algebra if V and A are idempotent, commutative, absorptive and for 
any two distinct elements a, b E A, a V b is the unique element Z E A such 
that a V z=z=b V z and dually.) 

§79. FUNCTIONAL COMPLETENESS 

A concept closely related to primality is functional completeness. A 
finite nontrivial algebra m is functionally complete if and only if for every 
n ~ 1, every function f: An -+ A is an algebraic function on m. Thus m is 
functionally complete if and only if m*, the algebra obtained from m by 
making each element of m the value of a new nullary operation, is primal. 
Thus m is functionally complete if and only if t(x, y, z) is an algebraic 
function on m; this was first shown by H. Werner [1970]. E. Fried and 
A. F. Pixley [a] show that if JAJ ~3, then m is functionally complete if and 
only if d(x, y, z) is an algebraic function. Notice that the 2-element lattice 
has d(x, y, z) as a polynomial, but that it is not functionally complete. 

Let m be a finite nontrivial algebra. An easy necessary condition for m 
to be functionally complete is that m be simple; thus let us also assume 
that m is simple. When is m functionally complete? If m generates a con­
gruence distributive and congruence permutable equational class, then m 
is functionally complete. R. McKenzie [1978 a] has shown that if m 
generates a congruence permutable equational class, then m is functionally 
complete if and only if m is not affine. For m to generate a congruence 
distributive equational class, we have the obvious result, via Fried and 
Pixley, that a dual-discriminator algebra with at least three elements is 
functionally complete. However, it is easy to construct a functionally 
complete m generating a congruence distributive equational class with m 
not a dual-discriminator algebra. What is needed is an analog of McKen­
zie's result. 

A completeness concept generalizing functional completeness but not 
requiring simplicity is affine completeness. A finite nontrivial algebra m is 
affine complete if for every n ~ 1, every functionf: An -+ A which preserves 
<r(m) is an algebraic function (see Problem 6 and its discussion in Appendix 
2). Of course, if m is simple, then m is affine complete if and only if it is 
functionally complete. A. F. Pixley [1972 a] has shown that if m is a finite 
nontrivial algebra generating an arithmetical equational class, then m is 
affine complete. G. Gratzer has shown that every Boolean algebra, finite 
or infinite, is affine complete. However, A. A. Iskander [1972] shows that 
in the equational class generated by a finite prime field, not every infinite 
algebra is affine complete. 
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§80. REPRESENTATION THEORY 

The class of Boolean algebras, B, is generated by ~1: B=HSP(~l). 
But this is not a particularly exciting result; every equational class is 
generated by some algebra. The important representation theorem for 
Boolean algebras is that B=SP(!:l31). Since SP(K)=P.s(K), this says that 
all subdirectly irreducible algebras in Bare subalgebras of !:l31. But we 
can say more since !:l31 has no proper subalgebras: B=Ps(!:l31); that is, ~1 is 
the only subdirectly irreducible algebra in B. We can say even more; the 
finite Boolean algebras are just the direct powers of ~1. 

Let us now give these properties some names. But first, some notation: 
V(K) is the equational class generated by K; V,(K) is the class of finite 
members ofV(K), and P,(K) is the class of direct products of finitely many 
copies of members of K. Note that if V(K) is locally finite (e.g., if K is a 
finite set of finite algebras) then V,(K) = HSPAK). In general, HSP,(K) is 
smaller than V,(K): Take K ={Zq I q is a power of 2}; then HSP,(K) is the 
class of all abelian groups whose cardinality is a power of 2 while VAK) is 
the class of all finite abelian groups. Let ~ be a finite nontrivial algebra; 
we say that ~ is an SP-algebra (ps-algebra) if V(~)=SP(~) (V(~)=Ps(~». 
An SP-algebra (ps-algebra) ~ is direct if V,(~)=P,S(~) (V,(~)=P,(~». 
This terminology is new; there are two alternate terminologies in the 
literature, one established by A. L. Foster and A. F. Pixley, and the other 
by D. M. Clark and P. H. Krauss. For instance, an SP-algebra is called 
semi-categorical by A. L. Foster and A. F. Pixley, and a subdirect Stone 
generator by D. M. Clark and P. H. Krauss. 

The crucial result for proving representation theorems for equational 
classes generated by the algebras we have considered is a corollary of 
B. Jonsson's lemma (Theorem 39.6): If~ is a finite algebra in a congruence 
distributive equational class then V(~)=PsHS(~). Jonsson's proof uses 
ultraproducts. A direct proof is due to A. F. Pixley [1970]. Using congru­
ence distributivity, it is readily shown that all finite subdirectly irreducible 
algebras in V(~) are in HS(~). Then A. F. Pixley uses a generalization of 
a result of A. Astromoff [1]: If every finitely generated subalgebra of!:l3 
can be embedded in a power of~, then so can!:l3 itself. 

If all subalgebras of ~ are simple, then, modulo the trivial algebra, 
HS(~) =S(~) so that if ~ generates a congruence distributive equational 
class, then ~ is an SP-algebra. Thus every dual-discriminator algebra (and 
hence every quasi-primal algebra) is an SP-algebra. What if ~ is para­
primal but not quasi-primal? Then Z2*=<{0, I}; +, I) shows that ~ need 
not be an SP-algebra since (Z2*)2 has Z2=<{0, I}; +,0) as a homomorphic 
image. As D. M. Clark and P. H. Krauss [1977] tell us, this completely 
typifies when ~ is not an SP-algebra: A para-primal algebra ~ is an SP­
algebra if and only if every affine subalgebra of ~ contains a trivial sub-
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algebra. Of course, a hemi-primal algebra which is not primal cannot be an 
SP-algebra since it has proper nontrivial homomorphic images but no 
proper subalgebras. 

When is an SP-algebra a Ps-algebra? Exactly when it has no proper 
nontrivial subalgebras. When is an SP-algebra Qt direct? Certainly this is 
so if the subalgebras of Qt are simple and if V(Qt) is congruence permutable. 
Thus a para-primal SP-algebra is direct, and a dual-discriminator algebra 
is direct if and only if it is para-primal (and therefore quasi-primal). But 
every para-primal algebra Qt is direct in the sense that every algebra in 
Vf(Qt) is a direct product of simple algebras; the simple algebras in V(Qt) 
all have cardinality equal to some subalgebra of Qt, and there are only 
finitely many simple algebras in V(Qt). 

§8l. CONGRUENCES 

Since B = SP(m1 ), we really do not need homomorphisms to form Boolean 
algebras; however, to understand Boolean algebras, we need to know how 
congruences and homomorphisms behave. Congruences of Boolean algebras 
are as well-behaved as possible. Besides being distributive and permutable, 
Boolean congruences correspond to ideals (or filters) and, more generally, 
any congruence is uniquely determined by any of its congruence classes 
(i.e., congruences are regular); any two congruence classes of the same 
congruence have the same cardinality (congruences are uniform). Except 
for distributivity, these properties carryover to V(Qt) for Qt para-primal 
(D. M. Clark and P. H. Krauss [1976]). Neither regularity nor uniformity 
carryover to V(Qt) for Qt an arithmetical hemi-primal algebra or a dual­
discriminator algebra. 

Since every congruence is a join of principal congruences, it is very use­
ful to have a nice description of principal congruences. The usual criterion 
for niceness is definability. A class K of algebras has definable principal 
congruences if there is a first order sentence <p(x, y, u, v) such that for all 
Qt E K and all a, b, c, d E A, c=d(0(a, b)) if and only if <p(a, b, c, d). For B 
we have c=d(0(a, b)) if and only if cEBd~aEBb where EB is symmetric 
difference. R. McKenzie [1978 a] proves that for a para-primal algebra Qt, 
V(Qt) has definable principal congruences. E. Fried and A. F. Pixley [a] 
prove that for a dual-discriminator algebra Qt, V(Qt) has definable principal 
congruences. In fact, they prove more: V(Qt) has equationally definable 
principal congruences in the sense that <p(x, y, u, v) can be chosen to be a 
conjunction of equations. The concept of equationally definable principal 
congruences is introduced and discussed in E. Fried, G. Gratzer and R. W. 
Quackenbush [1976], [a], and [b). In particular, it is shown there that if a 
congruence distributive equational class has definable principal congru­
ences, then it has equationally definable principal congruences. It is easily 
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seen that the equational class generated by an affine para-primal algebra 
does not have equationally definable principal congruences. It is not known 
whether an arithmetical hemi-primal algebra generates an equational class 
with definable principal congruences. 

One of the most important congruence properties a class of algebras can 
have is the congruence extension property: an algebra m has the congruence 
extension property if for every subalgebra, ~, of m, the restriction mapping 
from <£(m) to <£(~) is onto (i.e., every 0 E O(~) extends to e E O(m) such 
that if a, bE Band a=:b(e), then a=:b(0)); a class has the congruence 
extension property if every algebra in it does. By a result of A. Day [1971], 
we can restrict our attention to 4-generated subalgebras ofm. For instance, 
for commutative rings with unit we have c=:d(0(a, b)) if and only if 
(3z) (c-d=z(a-b)) (i.e., c-d is contained in the principal ideal generated 
by a-b). Since commutative rings with 1 do not have congruence exten­
sion, we cannot eliminate the z. Of course, B has the congruence extension 
property. 

E. Fried and A. F. Pixley [a] show that for any dual-discriminator 
algebra m, V(m) has the congruence extension property. D. M. Clark and 
P. H. Krauss [1977] show that for a para-primal algebra m, V(m) has the 
congruence extension property if and only if m is quasi-primal or affine. 
The result of E. Fried and A. F. Pixley follows from a very general result 
of B. A. Davey [1977] which says that for a congruence distributive 
equational class K in which S;(K), the class of subdirectly irreducible 
algebras in K, is axiomatic, K has the congruence extension property if 
and only if S;(K) does. This means that if m is arithmetical hemi-primal, 
then V(m) has the congruence extension property. 

§82. INJECTIVITY AND PROJECTIVITY 

An algebra mE K is injective in K if for any ml , m2 E K, any homo­
morphism h: Al ~ A and any monomorphism g: Al ~ A 2 , there is a 
homomorphismf: A2 ~ A such thatfg=h, i.e., any homomorphism from 
ml into m can be extended to a homomorphism from any extension m2 of 
ml into m. P. R. Halmos [1961] showed that a Boolean algebra is injective 
if and only if it is complete. A good reference for general results on injec­
tivity is B. Banaschewski [1970]. That ~l is injective is the prime ideal 
theorem. In any equational class, a direct product of injective algebras is 
injective and a retract of an injective algebra is injective (~ is a retract of 
m if there is a monomorphism x: B ~ A and an epimorphism e: A ~ B 
such that ex: B ~ B is the identity). Thus to prove the Halmos result, one 
needs to show that the complete Boolean algebras are just retracts of 
direct powers of ~l. 
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For V(21) where 21 is quasi-primal, the injective algebras were described 
in R. W. Quackenbush [1971]. If 21 is not demi-semi-primal, then V(21) has 
no nontrivial injective algebras. If 21 is demi-semi-primal, then the injec­
tive algebras in V(21) are just the extensions of 21 by complete Boolean 
algebras. 

If 21 is quasi-primal but not demi-semi-primal, then 21 is not injective 
because 21 has an internal isomorphism which does not extend to an auto­
morphism of 21. However, if we consider only homomorphisms onto 21, then 
such homomorphisms can always be extended. With G. Gratzer and 
H. Lakser [1971] and [1972 a], we define 21 to be weak injective in K by 
modifying the definition of injectivity to require h to be onto. Closely 
related is the concept of an absolute subretract; 21 is an absolute subretract 
in K if Q{ E K and 21 is a retract of every extension of 21 in K. Trivially, if 
21 is injective, then it is weak injective, and if 21 is weak injective, then it 
is an absolute subretract. If 21 is a maximal subdirectly irreducible algebra 
in K (i.e., 21 is maximal in the class of subdirectly irreducible algebras of 
K), then 21 is an absolute retract in 21. By G. Gratzer and H. Lakser [1971] 
and [1972 a], if K is a class of algebras with the congruence extension 
property and 21 E K is an absolute subretract, then 21 is weak injective in K. 
Thus if 21 is quasi-primal then 21 is weak injective in V(21). In R. W. 
Quackenbush [1974], it is shown that the weak injectives in V(21) are just 
the extensions of 21 by complete Boolean algebras. 

If 21 is para-primal but not quasi-primal, then V(21) does not have the 
congruence extension property; hence we cannot reason as above. It is 
easy to show that 21 is weak injective in V f (21). Now one can mimic the 
inverse limit argument of R. W. Quackenbush [1976] and show that 21 is 
weak injective in V(21). Finally, essentially the same argument as for the 
quasi-primal case shows that the weak injectives in V(21) are just the 
extensions of 21 by complete Boolean algebras. 

If 21 is arithmetical hemi-primal or is a dual-discriminator algebra, then 
V(21) has the congruence extension property. If 21 is a dual-discriminator 
algebra, then 21 is weak injective in V(21); thus each extension of 21 by a 
complete Boolean algebra is weak injective in V(21). It is not yet known 
whether these are all the weak injectives in V(21). If each internal iso­
morphism of 21 extends to an automorphism of 21, then 21 is injective 
V(21). 

If 21 is arithmetical hemi-primal, let {211' ... , 21n} be the subdirectly 
irreducible homomorphic images of 21; each 21i is a maximal sub directly 
irreducible algebra in V(21) and so is weak injective. Since any homo­
morphism into 21 is onto 21, the same is true for each 21i • Thus each 21i is 
injective, and TIf = 1 21i[(l:i] is injective in V(21), where each (l:i is a complete 
Boolean algebra. It is not yet known whether these are all the injectives 
in V(21). 



414 APPENDIX 5. PRIMALITY 

A property closely related to injectivity and congruence extension is the 
amalgamation property. Let ~, !:l3, <£ E K and let f3: A -+ B, y: A -+ a be 
monomorphisms. Then <~, f3, !:l3, y, <£) is an amalgam in K. We say that K 
has the amalgamation property if for every amalgam <~, (3,!:l3, y, <£) in K 
there is a D E K and monomorphisms {3': B -+ D and y': a -+ D such that 
f3'f3=y'y. By B. Banaschewski [1970], every algebra in an equational class 
K can be embedded in an injective algebra in K if and only if K has the 
congruence extension property, the amalgamation property, and every 
~ E K has a set of essential extensions (~, an extension of!:l3, is essential if 
for any 0 E C(~), 0 B=WB implies 0=WD)' It is not difficult to show that 
for the algebras we have been considering, every !:l3 E V(~) has only a set 
of essential extensions. Thus if ~ is demi-semi-primal or arithmetical hemi­
primal, then V(~) has the amalgamation property. 

If ~ is para-primal and V(~) does not have the congruence extension 
property, then, of course, we cannot apply Banaschewski's result. For a 
para-primal algebra ~, it is easy to show that if V(~) does not have the 
congruence extension property then it does not have the amalgamation 
property either. Following G. Gratzer and H. Lakser [1971], let Amal(K) 
be the class of all algebras ~ E K such that every amalgam <~, (3, !:l3, y, <£) 
in K can always be amalgamated in K. What can we say about Amal(V(~))~ 
As shown in R. W. Quackenbush [1974], it appears hopeless to find a nice 
characterization of Amal(V(~)). On the other hand, M. Yasuhara [1974] 
shows that for any equational class K, K =S(Amal(K)). This is somewhat 
disconcerting since, for instance, for the equational class, M, of modular 
lattices, no nontrivial member of Amal(M) is known (for more details, 
see G. Gratzer, B. J6nsson, H. Lakser [1973]). 

Let ~ be quasi-primal and !:l3 E V(~). Let <£ be a maximal essential 
extension of!:l3 in V(<;2t) (since!:l3 has only a set of essential extensions, such 
exists by Zorn's lemma). Since a maximal essential extension is an absolute 
subretract and since V(~) has the congruence extension property, <£ is 
weak injective in V(~). Any such <£ will be called a weak injective hull of!:l3; 
if <£ is injective, then it is an injective hull of!:l3. Obvious diagram chasing 
shows that injective hulls are unique up to isomorphism. With respect to 
weak injective hulls, this diagram chasing shows that if!:l3 E Amal(V(~)), 

then any two weak injective hulls of!:l3 are isomorphic. However, it is easy 
to construct an equational class in which weak injective hulls are not 
unique. But in these examples, weak injective hulls in the class of sub­
directly irreducible algebras are not unique. Thus the following question 
remains unanswered: Let K be an equational class in which each algebra 
has a weak injective hull and such that in the class of subdirectly irreduc­
ible algebras of K weak injective hulls are unique; when are weak injective 
hulls unique in K~ 

Our last topic for this section is projectivity, the dual of injectivity. An 
algebra ~ E K is projective if for any !:l3, <£ E K, any epimorphism f3: B -+ C 
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andanyhomomorphismy: A --+0, thereisahomomorphisma:A --+ Bsuch 
that (3a=y. It is well-known that in an equational class the projective 
algebras are just the retracts of the free algebras. One would like an inter­
nal characterization of projective algebras. As mentioned earlier, this has 
only recently been done for Boolean algebras by R. Freese and J. B. 
Nation. Thus the problem of characterizing the projective algebras in 
the various equational classes we have considered is largely unexplored. 
If 21 is quasi-primal, then the finite projective algebras in V(21) were 
characterized in R. W. Quackenbush [1971]; they are just the finite 
algebras in V(21) which have each demi-primal subalgebra of 21 as a direct 
factor. 

§83. FURTHER REFERENCES AND COMMENTS 

In this last section we give further references for topics discussed in this 
appendix, and we mention and give references for some topics which could 
not be included here due to space limitations. 

We first mention the survey article by A. F. Pixley [c]. This gives an 
alternate viewpoint to much of the material in this appendix. Next we 
mention H. Werner [1975]. It contains discussions of many important 
topics not included in this appendix. Thirdly, I. Rosenberg [1977] gives a 
survey of results on composition of functions and has a bibliography of 
464 items. 

Functional completeness is a topic where algebraic functions rather than 
polynomials play a fundamental role. In the book by H. Lausch and 
W. N6bauer [1973], universal algebra is developed from the point of view 
of algebraic functions rather than polynomials. 

In the section on representation theory no mention is made of sheaf 
representations for equational classes generated by quasi-primal algebras. 
This very important topic got its start in S. D. Comer [1971] and has been 
developed in B. A. Davey [1973] and S. Burris and H. Werner [a]. Closely 
related is duality theory, generalizing Stone duality for Boolean algebras. 
Two good references for this are K. Keimel and H. Werner [1974] and 
B. A. Davey [a]. These two topics are closely related to Boolean extensions; 
see S. Burris [1976]. 

No mention has been made of the theories of ideal classes and filtrality 
which have been developed by R. Magari and his students; this topic is 
closely related to equationally definable principal congruences. A partial 
summary of results in this area can be found in R. Magari [1973], and an 
extensive discussion can be found in R. Franci [1976]. 

One important topic not mentioned in this appendix is independence 
for equational classes. References are G. Gratzer, H. Lakser and J. Plonka 



416 APPENDIX 5. PRIMALITY 

[1969], J. Froemke [1971 a], T.-K. Hu and P. Kelenson [1971], A. L. 
Foster and A. F. Pixley [1971], [1972]. 

Another important topic not mentioned is the extension of primal 
algebra theory to infinite algebras. An algebra Q1 is locally primal if every 
partial function on A with a finite domain agrees with some polynomial 
on that domain. References are A. L. Foster [11], A. F. Pixley [1972 b], 
[1972 c], T.-K. Hu [1973], P. Kelenson [1973], [1973 a]. This topic is very 
much underdeveloped and potentially of great importance. However, it 
seems likely that further significant progress awaits a proper blending of 
local primality with the theory of topological universal algebra (a good 
reference for this latter topic is W. Taylor [a]). W. Taylor Cd] has taken a 
first step in this direction. 

Finally, we mention an application of quasi-primal algebras. This 
application is to the problem of the spectrum of an equational class, i.e., 
the set of cardinalities of finite members of the equational class. This set 
is a monoid of positive integers under multiplication. G. Gratzer [12] 
proved the converse by using an equational class generated by a set of 
primal algebras which had the ternary discriminator as an operation. In 
J. Froemke and R. W. Quackenbush [1975] this result was extended to 
the class of groupoids (where, of course, the ternary discriminator cannot 
be an operation). 
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EQUATIONAL COMPACTNESS 
By Gunter H. Wenzel 

In the beginning there were the algebraically compact Abelian groups 
as introduced by 1. Kaplansky in the 1954 edition of his monograph 
Infinite Abelian groups (I. Kaplansky [1954]): An Abelian group is 
algebraically compact if it has the form G=C(£JD where C is divisible and 
D is a complete direct sum of groups Dp, one for each prime p; Dp is a 
module over the p-adic integers with no elements of infinite height and it 
is complete in its p-adic topology. The 1969 edition of the same book gives 
a quite different definition, reflecting a development that originated in 
Poland. S. Balcerzyk [1957] and J. Los [1957] discovered that Kaplansky's 
rather involved structural definition is equivalen:t to either one of the 
following two: (1) Every finitely solvable system of algebraic equations 
over the given group G is solvable (in G). (2) G is a direct summand of a 
compact topological group. 

J. Mycielski [3] gave the concept its proper universal algebraic setting 
and initiated a series of investigations dealing with the new topic. We 
shall restrict ourselves to what we believe are the central results from a 
universal algebraic standpoint. We cannot even attempt to cover all 
aspects or all results. The proofs will be concise, some will be omitted; 
nevertheless we hope to pass on the flavor of the subject. 

§84. EQUATIONAL AND ATOMIC COMPACTNESS­
FIRST EXAMPLES 

Equational compactness represents a successful attempt to carryover 
properties and methods of the theory of compact topological spaces to 
certain algebraic model theoretic questions. Some fascinating behavior of 
classical arithmetical structures on the borderline of algebra and naive set 
theory on the one hand, some surprising interplays between topology, 
equational compactness, algebra and model theory in important classes of 
algebraic systems on the other hand have created increasing interest in 
the field. The Zariski topology in affine or projective spaces of algebraic 
geometry can be considered as possibly the first realization of this pheno-

417 
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menon: Solution sets of polynomial equations are made the subbase of 
closed sets of a topology-in spite of the fact that this topology becomes 
very weak and atypical from a topologist's point of view. Of course, the 
analogy ends quickly. There we have quasi-compactness immediately (the 
Zariski topologies over algebraically closed fields are Noetherian with 
respect to open sets). With regard to the algebraic questions it is here that 
the problem begins: When do the solution sets of algebraic equations 
"behave quasi-compact"? What does such behavior mean for individual 
algebras? What does it mean for classes or-of primary interest-for 
equational classes? The compactness theorem and its various generaliza­
tions offer interesting problems of their own. 

To illustrate the ideas we begin with a few examples. We start with a 
precise definition of equational compactness. 

Definition 1. (1) An algebra Q{= (A; F) is equationally compact if every 
infinite system I: of algebraic equations over Q{ in the variables xY' Y < {3, is 
simultaneously solvable in Q{ provided that every finite subset has a simul­
taneous solution. An algebraic equation over Q{ is an equation p=q where 
p, q are algebraic functions of Q{ (i.e., polynomials with constants from A). 
We consider the solution sets in AO (or in some Ay for y~{3). 

(2) A structure Q{ = <A; F, R) is atomic compact if every infinite system 
of atomic formulas with constants in A and variables x Y' Y < {3, is simul­
taneously satisfiable in Q{ provided the conjunction of every finite subset is 
satisfiable. 

This appendix is concerned with equational compactness. Thus, we will 
adhere strictly to finitary universal algebras, although many or even most 
of the results presented can be given a broader setting within the frame­
work of structures or of infinitary structures. In spite of this limitation we 
introduced atomic compactness to facilitate the presentation of some 
interesting algebraic constructions of W. Taylor (see §87). 

Remark. An algebra Q{=(A; F) is equationally compact if and only if 
the associated relational system is atomic compact. 

Now some examples: Finite algebras (structures) are, of course, equa­
tionally (atomic) compact. If an algebra (structure) carries a Hausdorff 
topology that makes the operations continuous (and has closed relations), 
then we speak of a topological algebra (topological structure). The next 
result was observed by J. Mycielski [3]. 

Theorem 1. Compact topological algebras (structures) are equationally 
compact (atomic compact). 



§84. FIRST EXAMPLES 419 

Proof. Due to the Hausdorff property, the associated relational systems 
have only closed relations, so the very definition of atomic compactness 
shows that compactness implies atomic compactness. 

Theorem 2. Direct products and retracts (a retract is a homomorphic 
image under a homomorphism that is the identity on its image) of equationally 
compact algebras, respectively, atomic compact structures, are again equa­
tionally compact, respectively, atomic compact. 

Equationally compact Abelian groups, i.e., algebraically compact 
Abelian groups, are exactly the direct summands of compact topological 
groups (see, e.g., J. Los [1957]). The group <Q; +, - > of rational numbers 
is divisible, hence equationally compact, without being a compact topo­
logical group. The group <Z; +, - > of integers has created interesting 
problems. First of all, it is not equationally compact. This follows im­
mediately from Kaplansky's characterization theorem. One may, how­
ever, also use the following explicit system of equations: {3xo + Xl = 1, 
xl=2x2,···,xn=2xn+l,···lnEN} (see J. Mycielski [3]). It is finitely 
solvable but not solvable. J. Mycielski [3] has also produced a system of 
Nl equations over the ring <Z; +, -, . > which is not solvable, but every 
countable subsystem is. Such is 

~l = {x~.,,· (5z~+2)+y~.". (5z,,+2) = 11 0 ~ g -=F 7] < Wl}· 

The nonsolvability is obvious for g-=F7] implies Z~-=FZ". The fact that every 
countable subsystem is solvable relies on Dirichlet's prime number 
theorem which allows for every countable system of indices go, gv g2' ... 
a choice of integers z~ .. such that aIl5z~ .. +2 are prime numbers. Mycielski's 
result was improved by R. McKenzie [1971 b] who produced a system of 
Nl equations over the group <Z; +, - > with the same property. To this 
end choose Nl infinite sets of prime numbers, say Po, Pl· .. , P U' ••• , 

/L < Wl' such that any two have finite intersection (Zorn's lemma). For 
every 0 ~ g < 7] < Wl choose a prime number p(g, 7]) such that {p(g, 7]) I 0 ~ 
g < '" < Wl} satisfies the following two properties: 

(a) P(gl' "') =P(g2' 7]) implies gl = g2' 
(b) p(g, "') E P,,-P~. 

The system is then given by the system of congruences 

~2 = {x" == x~+1 (modp(g, 7]))10 ~ g < 7] < Wl}· 

Again the nonsolva bility follows from x" -=F X ~ for 7] -=F r The solvability of 
every countable subsystem follows from a skilful application of the 
Chinese remainder theorem. We summarize these examples in Theorem 3 
and supplement them with a result of J. Los (implicit in J. Los [1959]). 
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Theorem 3. (1) Let mE {No, NI}. There exists a system ~ of algebraic 
equations over <Z; +, -) with I~I =m such that ~ is not solvable in Z while 
each subsystem with < m equations is solvable. 

(2) If A is a nonmeasurable regular cardinal, then there exists a cardinal m 

with A ~ m ~ 21>. for which there is a system ~ with the same properties as in (1). 

Once we know that every fixed finitely solvable system of algebraic 
equations over an algebra m can be solved in a suitable extension <;B of m 
we realize that all algebras that are injective in K(T) are equationally 
compact. Thus equational compactness is a loosened version of injectivity. 
R-modules have injective hulls, so they can be equationally compactified, 
i.e., embedded into equationally compact algebras. Equational compacti­
fication is not always possible, for instance algebraically closed groups (i.e., 
groups that are pure subgroups of all extension groups) can never be 
equationally compactified. To see this, we shall need some theory. A more 
elementary example is the lattice ~(n) (see J. Mycielski and C. Ryll­
Nardzewski [1]): If n is an infinite cardinal let L(n) ={O, I} 0 S where 
ISI=n and define svt=l,std=O for s, tES (s#t). The system ~m= 
{Xi V xj= 1, Xi /\ xj=O I i, JET, i#j} for a set Tof cardinality m shows that 
~(n) cannot be equationally compactified if we choose m large enough. 

§85. RELATED COMPACTNESS CONCEPTS AND 
CHARACTERIZATIONS 

Let T be a fixed type of algebras. By changing (see §41 viz. §36) the 
set of variables from a countable set to {xy I y < (X} for an arbitrary ordinal 
(X ~ w, we obtain a language Dal( T) for every such (X. Clearly the language 
L(T) of this book is our DWl(T). We set Loo(T)=U (Dal(T)I(X~w). The 
semantic side is modified accordingly by choosing solutions (i.e., "satisfy­
ing sequences") in A a rather than in A W for every m = <A; F) E K( T). If 
o is an arbitrary fixed set we obtain Le<al(T) and Leoo(T) by allowing 
formal substitution of some variables by elements from 0, considering 
these elements CEO as new nullary operational symbols. If m E K(T) then 
L<tl( T) is Robinson's diagram language (see Chapter 6, §39 and Exercise 
73). If OS;A, m=<A; F) E K(T), and y is a well-ordering of 0, then me 
denotes the algebra <m, y) (see §39) in the canonically enriched type. 

Definition 1. Let L be a fixed subclass of Loo(T), m, <;B E K(T), Os;A, B, 
and m an infinite cardinal number: 

(1) <;B is L-(O, m, m)-compact if every system ~ of m formulas from Le is 
simultaneously solvable (i.e., satisfiable) in <;B provided every finite subsystem 
of ~ is solvable in m. We will refer to this finite solvability condition of the 
system ~ as m-consistency of~. 
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(2) sa is L-(O, ~)-compact if it is L-(O, ~, m)-compact for aU cardinals 
m~No· 

This definition subsumes all the compactness concepts with which we 
shall be dealing. It subsumes, in particular, the various compactness con­
cepts introduced by J. Mycielski [3] (see also B. W~glorz [1], [2]). The next 
definition provides the linguistic link to the more familiar terminology. 

Definition 2. We use the following equivalent terminology for algebras ~ 
(At and Pos denote the class of all atomic and positive formulas, respectively): 

~ is 
(1) weakly equationally m-compact 
(1') weakly equatioruilly compact 
(2) equationally m-compact 
(2') equationally compact (see Definition 1) 
(3) weakly positively m-compact 
(3') weakly positively compact 
(4) positively m-compact 
(4') positively compact 
(5) weakly elementarily m-compact 
(5') weakly elementarily compact 
(6) elementarily m-compact 
(6') elementarily compact 

At-(iO, ~, m)-compact 
At-(iO , ~)-compact 
At-(A, ~, m)-compact 
At-(A, ~)-compact 
Pos-(iO, ~, m)-compact 
Pos-(iO , ~)-compact 
Pos-(A, ~, m)-compact 
Pos-(A, ~)-compact 
L""(T)-(iO, ~,m)-compact 
L""(T)-(iO, ~)-compact 
L""(T)-(A, ~,m)-compact 
L""( T)-(A, ~)-compact 

Remark. Properties (5') and (6') are without interest since they are 
satisfied by a finite ~ only. Reason: If ii> IAI ~ No, then the system 
{Xy#X610~'Y<~ka} is ~-consistent but not solvable in~. Of primary 
interest to us are (1'), (2') and (4'). 

The introduction of these concepts by J. Mycielski in 1964 was followed 
by B. W~glorz's very useful characterization theorems for some of them 
(B. W~glorz [1]). We give first the simplest formulation that contains the 
basic idea; this will be followed by a less appealing formulation which has 
the advantage that it covers simultaneously all cases of interest to us. 
Purity plays a central role in these and other characterizations, so we 
shall precede the theorems with its definition. 

Definition 3. Let ~, sa be algebras (or structures), ~ E S(sa), Os;A. Then 
sa is a 0-pure extension of ~ if every finite set of atomic formulas with 
constants in 0 is solvable in ~ provided that it is solvable in sa. 10 -pure 
extensions of ~ are called weakly pure and A-pure extensions are called pure. 



422 APPENDIX 6. EQUATIONAL OOMPAOTNESS 

Theorem I. Let Q( be an algebra in K(T). The following conditions are 
equivalent: 

(1) Q( is weakly equationally compact. 
(2) Q( contains a homomorphic image of every pure extension. 
(3) Q( contains a homomorphic image of every elementary extension. 
(4) Q( contains a homomorphic image of every ultra power Q(DI. 

Theorem I'. Let Q(, ~ be algebras in K(T), O~A, B. The following condi­
tions are equivalent: 

(1) Q( is At-(O, ~)-compact. 
(2) If cP is a O-pure extension of SB, then there exists a O-homomorphism 

g: cP -J>- Q( (i.e., glc=id). 
(3) Q( contains a O-homomorphic image of every pure extension of~. 
(4) Q( contains a O-homomorphic image of every elementary extension of~. 
(5) Q( contains a O-homomorphic image of every ultrapower ~DI. 

If we set ~=Q( and 0=0 in Theorem I' then we obtain Theorem l. 
If we set O=A=B, then the O-homomorphisms become retractions and 
Theorem I' yields B. WEfglorz's characterization of equational compact­
ness. Of course, since equational compactness of Q( is exactly weak equa­
tional compactness of Q(A the latter is also contained in Theorem l. 

Proof of Theorem I'. Only (1) implies (2) and (5) implies (1) require 
proof. (1) implies (2): In Chapter 6, Exercise 73 the diagram D(CP) of cP 
is defined. We define the positive diagram Do(CP) in the same way but 
without allowing the negation of atomic formulas. If we replace in Do(CP) 
each occurrence of PEP - 0 by the variable xp then Do(CP) turns into a 
~-consistent system ~ of algebraic equations with constants in O. Thus, 
~ is solvable in Q(. If xp = ap (p E P - 0) is a solution of~ in A then g: P -J>- A 
with pg=ap for p ¢: a and cg=c for CEO is the required a-homomorphism. 
(5) implies (1) follows from Lemma 1 below. 

Let m be an infinite cardinal number. We choose a set J with IJI =m 
and let 1 be the ideal of finite subsets of J. For arbitrary x E J we define 
Ix={T IT E 1, x E T} and embed {Ix I x EJ} into an ultrafilter Dover 1. 

Definition 4. Every ultraproduct TID (Q(j liE 1) (D,1 as above) is called 
an m-associated ultraproduct and Q(D1, denoted by Q((m), an m-associated 
ultrapower. 

Lemma I. If ~ is an Q(-consistent set of m (;;: ~o) formulas in Lc(a)( T) 
(with a~A) then ~ has a simultaneous solution in every Q((m). Each Q((m) 
satisfies IA(m)1 = IAlm. 
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Proof. Follow the pattern of the proof for the compactness theorem. 
For the cardinality statement see also J. Mycielski and C. Ryll-Nardzewski 
[1], Lemma 2. 

Corollary. Let Q(, Q3 be algebras in K( T), Q3 E S(Q(), m ~ No, and Q3(m) a 
fixed m-associated ultra power. If Q( contains a B-homomorphic image of 
Q3(m), then Q( is At-(B, Q3, m)-compact. 

The next result (G. H. Wenzel [1973]) is the universal algebraic counter­
part to a theorem of J. Los [1959] that states that an Abelian group is 
algebraically compact if and only if generalized A-limits exist for every 
ordinal A. A-limits can be viewed as an alternative for the ultrapowers 
that need to be considered in Theorem l. 

If Q( is an algebra, then a A-limit over Q( is a retraction Lim,,: Q(WA --+ Q( 
(Q( is identified with the diagonal) with the property that <X~)~<WA Lim.:! = 
<y~)~<WA Lim" holds if there exists go < Wil with x~=y~ for all g;;;, go. If we 
take on {gl g<wiI} the filter Eil generated by {{gl go;;:; g<wiI} I go <WiI}, 
then we can say equivalently that Limil is a retraction from Q(~; to Q(. 

Theorem 2. The algebra Q( is equationally compact if and only if all 
A-limits exist over Q(. 

Proof. Let Q( be equationally compact. Since Q(~; is a pure extension 
of Q(, there exists a retraction g: Q(~; --+ Q( (Theorem 1'). Conversely, we 
have to show that every system ~ of algebraic equations over Q( with Nil 
equations is solvable in Q( provided that every subsystem with less than 
N" equations is solvable. To see this, we choose such a ~ in the variables 
Xy (y < (3) and write ~ = U (~YI y < WiI) where I~ill < Nil and Yl ;;:; Y2 implies 
~l1S;~y. Each ~y has a solution <coY, ... ,c/'···)6<fJEAfJ. With e= 

2 A A 

<coO, c/, ... , c/, ... )Y<w,\ E AWA, 0 <[3, we have that <go, ... , e, ... )o<fJ E 

(A~~)fJ is a solution of ~ in Q(~~. Then, by hypothesis, Limil yields a solu­
tion of ~ in Q(. 

Another very interesting characterization is due to B. Wlfglorz [1]. 

Theorem 3. The algebra Q( is equationally compact if and only if it is 
positively compact. 

Proof. Let Q( be equationally compact and ~ be an Q(-consistent set of 
positive formulas with constants in A. By Lemma 1, ~ is solvable in some 
ultrapower Q(D1 that retracts onto Q( (Theorem 1'). Since homomorphisms 
preserve positive formulas, ~ is solvable in Q(. 
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The analogous result does not hold for weak equational compactness as 
the following example shows (G. H. Wenzel [1970 b]): The ring 
< Z; +, -, . > of integers is weakly equationally compact. However, the 
following system of positive formulas is finitely solvable in Z without 
being solvable: ~ ={(X",+l}(X", ·X",+1 =X",+l)} U {3xo +x1 = X"" Xl =2x2 , ••• , 

xn=2xn+V·· .}. Another counterexample was given by G. Fuhrken and 
W. Taylor [1971] (Example 4.2, p. 139). 

The next two theorems reveal once more the special role played by 
purity in the investigation of equationally compact algebras. The first was 
independently observed by many and it is in the spirit of B. W~glorz's 
original characterization. The second is based on the notion of "pure 
essential extensions" and was discovered by W. Taylor (see W. Taylor 
[1972], also B. Banaschewski and E. Nelson [1972]). W. Taylor pointed 
out that his results followed discussions with R. B. Warfield in the course 
of which Warfield conjectured "that all the things about purity which were 
known for Abelian groups would pro ba bly go through for general algebra". 

Theorem 4. The algebra m is equationally compact if and only if it is 
pure-injective in K(T) (i.e., every homomorphism g: S8 ---0>- m can be extended 
to a homomorphism go: (t ---0>- mfor every pure extension (t of S8). 

Proof. We transform the positive diagram Do((t) (see proof of Theorem 
1') to a system ~ of equations over m by replacing each c E C - B by a 
variable Xc and each bE B by bg. ~ is solvable in m. If xc=ac E A is a 
solution, then we define cgo=ac for c E C-B and gOiB=g. The converse 
is obvious. 

Definition 5. Let m, S8 be algebras and mE S(S8). S8 is an essential exten­
sion of m if 0 E C(S8), 0 # w implies 0 A # w. S8 is a pure-essential extension 
of m if S8 is a pure extension of m and whenever 0 E C(S8), 0 A =w, and 
S8/0 is a pure extension of m, then 0=w. 

Lemma 2. If S8 is a pure extension of m, then there exists 0 E C(S8) such 
that S8 10 is a pure-essential extension of m. 

Proof. {<l> I <l> E C(S8), <l> A =w, S8j<l> is a pure extension of m} has a maxi­
mal element 0. We take (t=S8j0. 

Theorem 5. The following four conditions are equivalent for an algebra m: 

(1) m is equationally compact. 
(2) m has no proper pure-essential extension in K(T). 

(3) m is a maximal pure-essential extension of some S8 E K(T). 
(4) m has no proper pure-essential extension in HSP(m). 
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Proof. (1) implies (2). Every pure extension of ~ can be retracted to ~ 
by Theorem 1. (2) implies (3). Take ~ =~. (3) implies (4). Let <r [E HSP(~)] 
be a pure-essential extension of ~. Then <r is a pure extension of~. By 
Lemma 2 we find 0 E O(<r) such that <rj0 is a pure-essential extension of 
~. Since then ~j 0 A is a pure extension of ~ we get 0 A = w, thus ~ E 

S(<rj0),i.e., ~=<rj0. Hence, ~ is a retract of <rwhichimplies~=<r. (We 
needed to argue this way since W. Taylor [1972 b] showed that pure­
essentialness is not transitive.) (4) implies (1). Let ~ be an ultrapower of 
~. By Lemma 2, ~j 0 is a pure-essential extension of ~ for suitable 0 and, 
of course, ~j 0 E HSP(~). Thus, ~j 0 =~, i.e., ~ retracts to ~. 

§86. CONNECTIONS WITH IAI 

One can limit the size of the systems of equations that need be con­
sidered for testing equational compactness or weak equational compact­
ness of an algebra. This is the content of two important results. Theorem 1 
was discovered by J. Mycielski and C. Ryll-Nardzewski [1]; Theorem 2 
was conjectured in the same paper and proved by G. Fuhrken and W. 
Taylor [1971]. The next lemma forms the basis of both results (J. Mycielski 
and C. Ryll-Nardzewski [1]). 

Lemma 1. The following two statements are equivalent for an infinite 
algebra ~ and a cardinal number m;:;; ~o: 

(1) ~ is equationally m-compact. 
(2) Every ~-consistent system ~ of formulas of the type (3x1)· .. (3xm) 

(eo /\ e1/\ ... /\ er ) with algebraic equations ei over ~ and exactly one free 
variable Xo is solvable in ~ if j~j ~min(jAj, m). 

Proof. (1) implies (2) holds evidently even for min(jAj, m) replaced by 
m. So we prove that (2) implies (1). If ~=~(X) (with X ={Xy}y<,,) is a 
system of algebraic equations in the variables Xy and with j~j ~ m then we 
construct by transfinite induction a sequence <ao, av ... , ay, ... )y<" E A" 
such that for each T ~ a the substitution Xy -+ ay (y < T) yields a system 
~t that is still ~-consistent. Set ~o =~. Assume that ~t has been found 
for some T < a but there is no at E A such that the substitution X t -+ at 

turns ~t into an ~-consistent system ~t + 1. Then we find for each a E A a 
finite subsystem ~(a)=~(a)(Xyo' ... , x y" xt) ={e1' ... , er } of ~t which has no 
solution with xt=a. We set <!>(a) = (3xy.) ... (3xy,)(e1/\e2 !\·· ·/\er ). A= 
{<!>(a) I a E A} is then an ~-consistent system of the type described in (2) 
with jAj ~ jAj.j~j ~m implies, of course, that jAj ~m, i.e., jAj ~min(jAj, 
m). Since A is not solvable in ~ we arrive at a contradiction. There is no 
problem in the remaining limit process. 
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Remark. D. K. Haley [1974 a] showed that we cannot assume in Lemma 
1 (2) that every e, actually depends on xo. 

Theorem 1. The algebra 21 is equationally compact if and only if it is 
equationally I A I-compact. 

Proof. Without loss of generality we can assume that IA I ~ ~o. If 21 is 
equationally IAI-compact, then (Lemma 1, (2) implies (1)) 21 is equationally 
m-compact for all infinite m, i.e., 21 is equationally compact. 

Corollary. 21 is equationally compact if and only if 21 is a retract of any 
fixed 2l(iAi). 

The following result was observed by G. Fuhrken and published without 
proof in G. Fuhrken and W. Taylor [1971]. The proof given below is due 
to W. Taylor. 

Lemma 2. If21=(A; F) is an algebra with m~ IAI ~ ~o, then 21 is weakly 
equationally m-compact if and only if every 2l-consistent system of polynomial 
equations ~(X) with IXI ~ m is solvable in 21. 

Proof. Only one direction requires proof. We assume weak equational 
m-compactness and fix an 2l-consistent system of polynomial equations 
~=~(X) with the set of variables X and IXI ~m. We have to prove that 
~ has a solution in A x. For Y ~ X, ~Y denotes the subset of~ that involves 
only the variables from Y. Every solution of~y is canonically an element 
of AY. For each 0 E AY we have either that 0 solves ~Y or there is some 
eeY E~y which is not solved by 0. We set, for every finite Y~X, ~Yo= 
{eeY I 0 E AY, 0 is no solution of ~y}. We have ~yo~~Y~~ and l~yOI ~ 
IAI~m. Finally, we set ~o=U (~yOI Y~X, IYI<~o) and have ~o~~ 
with I~ol ~ m. By assumption there is a solution 0 E A x of ~o. It is easily 
seen that 0 is a solution of~. 

Theorem 2. The algebra 21 is weakly equationally compact if and only if 
it is weakly equationally IAI + -compact. 

Proof. Of course, we assume IAI ~ ~o. Let ~=~(X) be any 2l-consistent 
system of polynomial equations with the set of variables X. Call Z ~ X2 
~-compatible if ~ u {x=y I (x, y) E Z} is still 2l-consistent. By Zorn's 
lemma we find a maximal ~-compatible ZOo Zo is an equivalence on X 
and we choose Y as a complete system of representatives of X/Z0 0 By 
replacing in ~(X) each x by its representative we obtain ~(Y) which is 
still 2l-consistent. Assume I YI > IAI and choose Yo~ Y with I Yol = IAI +. 
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For all x:;"y E Yo we can find L:x,y S;L:( Y) such that L:x,y is finite and Lx,y 
u {x=y} is not solvable in 21. Then L:l = U (L:x,y I x, Y E Yo, x:;"y) is 
2!-consistent and lL:ll = IAI +. Weak equational IAI + -compactness yields 
that L:l is solvable in 21. A solution {ay lYE Y} satisfies ax:;"ay for all 
x, y E Yo, x:;" y. Since the set of variables ofL:1 contains Yo and I Yo I = I A I + 

we arrive at a contradiction. Thus, I YI ;:;; IA I, i.e., L:( Y) is solvable. But 
a solution of L:( Y) leads naturally to a solution of L:. A different proof 
(assuming GCH) is contained in G. H. Wenzel [1970 b]. 

Example l. By Theorem 1, an Abelian group 6; is equationally com­
pact if and only if it is IGI-compact. This result can be improved: 6; is 
equationally compact if and only if it is equationally ~o-compact. This 
is a result of S. Balcerzyk [1956] which states that an Abelian group 6; is 
equationally compact if and only if every 6;-consistent system of equations 
{xo -an =n! Xn I n E N} with constants an and variables Xn is solvable in 6;. 
J. Mycielski and C. Ryll-Nardzewski [1] generalized this result to 9t­
modules: An 9t-module !m is equationally compact if and only if !m is 
(IRI +~o)-compact. This result is a direct application of Lemma 1 if we 
notice that there are exactly I RI + ~o systems L: of linear equations of the 
type described in (2) of Lemma 1 and that the solution set of any <1> E L: 
is a coset of the group <M; +, - > with respect to a subgroup completely 
determined by <1>. 

Example 2. Theorem 1 cannot be strengthened. If we add the elements 
0, 1 to the type, then the lattice ~(~o) of §84 is weakly equationally 
~o-compact but not weakly equationally compact. 

Example 3. Theorem 85.2 can be modified in the spirit of this section: 
21 with IA I =~« is equationally compact if and only if all A-limits for 
A;:;; a exist (G. H. Wenzel [1973]). The existence of the a-limit alone does 
not suffice for equational compactness (S. Bulman-Fleming and W. Taylor 
[1972]). 

Example 4. Lemma 1 suggests a link to topology. Let 21 be an algebra 
and E the class of all formulas of the type described in (2) of Lemma 1. 
Then {{aD I ao E A, 21 F <1>(ao)} 1<1> E E} is the subbase of closed sets of a 
topology .'T on A. By Lemma 1, 21 is equationally compact if and only if 
the topology .'T is quasi-compact. This topology and its generalizations 
are used in W. Taylor [1969] and D. K. Haley [1977]. They all have the 
disadvantage that they are not Hausdorff and that they do not, in general, 
make the operations continuous. From a topologist's viewpoint the ideas 
presented in the next section are of greater interest. 
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§87. THE MYCIELSKI QUESTION: CHROMATIC NUMBERS AND 
TOPOLOGY 

J. Mycielski [3] raised the question that generated much of the interest 
in the field: "Is every equationally compact algebra a retract of a compact 
topological algebra 1" The class of Abelian groups yields again a strong 
motivation to pose the question. As has been noted before (J. Los [1957]), 
algebraically compact Abelian groups are exactly the direct summands of 
compact topological Abelian groups. The "Bohr compactification" of an 
Abelian group ~=<G; +, - > is the Abelian group SB(~)=<B(~); +, - > 
with B(~) = Hom(Hom(~, <r), <r). Here <r is the circle group in the com· 
plex plane, ~ and Hom(~, <r) are considered as discrete topological groups 
and SB(~) as a compact subgroup of the Tychonoff product <rHom«(;.([). 

Every homomorphism g: ~ -+ ® into a compact topological Abelian 
group ® can be uniquely extended to a homomorphism go: SB(~) -+ ®. In 
case ~ is an 9t-module we can therefore extend the scalar multiplications 
r: ~ -+ ~ to scalar multiplications r: SB(~) -+ SB(~). Thus we obtain the 
Bohr compactification of an 9t-module. R. B. Warfield [1969] showed that 
every equationally compact 9t-module is a retract of its Bohr compacti­
fication; so the answer to Mycielski's question is positive again. For non­
Abelian groups not much is known to this day. 

G. Gratzer and H. Lakser [1969] characterized equationally compact 
semilattices e=<8; V> as exactly those semilattices that satisfy the 
following three conditions: (1) every nonempty subset Ts.8 has a least 
upper bound V T; (2) every downward directed set Ds.8 has a greatest 
lower bound /\ D; (3) if a E 8 and D is a downward directed set in 8 then 
a V (/\ D) = /\ (a V did E D). Using this characterization S. Bulman­
Fleming [1972] proved that Mycielski's question has a positive answer 
in the class of semilattices. W. Taylor [1974] showed that every equation­
ally compact semilattice is a retract of a product of finite semilattices. 
These results were improved by S. Bulman-Fleming, 1. Fleischer and 
K. Keimel [1978] to sendos, i.e., semilattices to which an arbitrary 
set of semilattice endomorphisms is added as unary operations. They 
show that a semilattice endomorphism g: <8; V> -+ <8; V> can be ex­
tended to a semilattice endomorphism on tr(e)=<F(e); u> where F(e) 
denotes the filters of (8; V), and they produce a sendo-retraction from 
tr(e) onto e. tr(e), however, is in the natural way a compact topological 
sendo via the topology induced from 28. 

B. W~glorz [1] shows that the equationally compact Boolean algebras 
are exactly the complete, i.e., the injective ones. Since every Boolean 
algebra ~ can be embedded in the Boolean algebra ~' of all subsets of the 
Stone space 8(~) of ~, and since ~' (being the direct product of 2-element 
Boolean algebras) is compact, we have again a positive answer to Myciel­
ski's question. 
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There is not much we know about lattices in general. D. Kelly [1972] 
characterized equationally compact lattices without infinite anti-chains 
but it is not known how they behave topologically. In particular there is 
neither a characterization of equationally compact distributive lattices 
nor an answer to Mycielski's question. 

Abelian groups and Boolean algebras can be considered as special 
examples of rings (zero rings, Boolean rings). A characterization of equa­
tional compactness in general rings is very difficult and an unsolved 
problem. A rather deep study of rings with ascending chain condition on 
left ideals was carried out by D. K. Haley [1970], [1973], [1974], [1976], 
[1977] and produced a very strong positive answer to Mycielski's question: 
Equational and topological compactness coincide in that class of rings. 
This connection is used to show that compact topological rings in the 
class of rings with ascending chain condition carry a unique compact 
topology, namely the ideal topology determined by the Jacobson radical. 

W. Taylor [1976] and S. Bulman-Fleming and H. Werner [1977] settle 
Mycielski's question in the case of quasi-primal varieties. Again we have 
an affirmative answer. 

G. H. Wenzel [1970 a] characterizes equationally compact mono-unary 
algebras and proves that equationally compact mono-unary algebras are 
the retracts of their Stone-Cech compactification. Bi-unary algebras 
(A;j, g) furnish the first negative answer as W. Taylor [1971] proved. 
The construction is based on graph-theoretical considerations that were 
generalized (W. Taylor [1970] or [1971]) to reveal a surprising relationship 
between "chromatic numbers" and atomic compactness of relational 
systems. Since the first counterexample was a highlight in the short 
history of our subject, we discuss the relevant ideas and present both the 
first counterexample and also a subsequent one in the class of semi­
groups. 

W. Taylor [1970] introduces a common generalization to relational 
systems of the classical chromatic number of a graph and the chromatic 
number of a uniform set system of P. Erdos and A. Hajnal [1966]. For 
any equivalence p of {1, 2, .. ·n} and any set B we denote by 'il3p=(B; Sp) 
the relational system with one n-ary relation Sp defined as follows: 
(Xl> ... , xn) ESp holds if and only if there are i, j E {1, ... , n}, i'# j, with 
i=.j (p) but xi'#x j • If Qt=(A; r) is any relational system with one n-ary 
relation r (n ~ 2) then the p-chromatic number Xp(Qt) is the least cardinal 
number In such that there is a 'il3 p with IBI =In and a homomorphism 
g: Qt -.,- 'il3p- If no such homomorphism exists, then we set Xp(Qt) =00. 

Remarks. (1) The classical chromatic number x(6'» of a graph 6'>= 
(G; r) is Pi (6'> ) for the equivalence i on {1, 2}. (2) If Xp(Qt) '# 00 then idA is a 
homomorphism from Qt to Qtp and vice versa. In particular Xp(Qt) ~ IA I. 
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Theorem 1. If the relational system Q{ = <A; r) with one n-ary relation 
r (n ~ 2) is a retract of a compact topological relational system, then Xp(Q{) E 

N U {oJ} holds for all equivalences p on {I, 2, ... , n}. 

Proof. Assume that Xp(Q{) 1= N for some p. We may assume that Q{ itself 
is a compact topological relational system. If 0 E E(A) has only finitely 
many equivalence classes, then Xp(Q{) 1= N implies the existence of <aUl ' .. " 

an e) E r with i=j(p) only if aie=aja( 0). If E'(A) denotes the set of equiva­
lences on A with finite quotient sets, then E'(A) is directed in the usual 
partial order, so for each i E {I, 2, ... , n} we have the net <aiel 0 E E'(A). 
We choose, for fixed i, a subnet <aia I 0 E E t) that converges, say, to ai E A. 
Obviously each <ajel 0 E E i) for j=i(p) converges to ai' too. We continue 
this process by taking further subnets for all equivalence classes of p and 
obtain <all"', an) E r-Sp=r-Sp. Hence, idA is not a homomorphism 
from Q{ to Q{p. In view of Remark (2), we are finished. 

Corollary. If the graph ® is a retract of a compact topological relational 

system then X(®) < No· 

The next theorem is based on this corollary. 

Theorem 2. There exists an atomic compact graph ®=<G; r) of infinite 
chromatic number. It is not a retract of a compact topological relational 
system. 

Proof. (1) If ®<n), n=2, 3, 4,· .. , are finite graphs with X(®<n)) ~n and 
without odd cycles of length ~ n, then the graph ® = U (®<n) In E N) is 
atomic compact with X(®) = No. This is easily seen: X(®) = No is clear. 
Atomic compactness follows from Theorem 85.1 (which holds verbatim 
for atomic compactness rather than equational compactness) since any 
elementary extension (i' has the property that ® is a full subgraph, i.e., 
x E G, y E E, <x, y) E r implies y E G. Moreover, E -G contains no cycles 
of odd length (since the number of odd cycles of length m is finite in G 
and can be fixed by a first-order sentence), so it can be mapped homo­
morphically onto an edge of ®. 

(2) Let k,nEN, eEIR (e>O) such that 2n~(2-e)/V4e-e2. If BI< is 
the unit ball in IRk and the binary relation re.I<,n on Bk is defined by 
<a, b) E re,l<,n iff Ja -bJ > 2 -e, then <Bk; re,I<,n) has no odd cycles of 
length ~ 2n+ 1. Moreover, for every lEN there is some k(l) EN such that 
X«Bk; re,I<,n»)~l for all k>k(l). 

(3) (1) and (2) yield the proof in view of a result of N. G. de Bruijn 
and P. Erdos [1961] which states that an infinite graph has finite chromatic 
number m only if some finite subgraph has chromatic number m. 
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We use the graph of Theorem 2 to define a bi-unary algebra <A;f, g) 
as follows: 

A = G U r U {ell e2 } 

f(x) = {a if x = <a, b) Er 
e1 otherwise 

g(x) = { b if x = <a, b) Er 
e2 otherwise 

This is W. Taylor's original example showing that the answer to Myciel­
ski's question is not always in the affirmative. 

Theorem 3. If GJ is the graph of Theorem 2 and m = <A; f, g) the bi-unary 
algebra constructed above, then m is equationally compact but it is not a 
retract of a compact topological algebra. 

Later W. Taylor [1972 cJ provided a negative answer to Mycielski's 
question within the class of semigroups. As S. Bulman-Fleming noted, this 
counterexample can easily be made into a commutative semigroup. Noth­
ing is known about the situation for groups, rings, lattices, distributive 
lattices· .. and the problem appears to be hard in every instance. The 
semigroup is again rooted in graph theory. If m=<A; F) is a universal 
algebra, Gs;A and ®=<G; r) is a graph, then ® is called equationally 
definable in m if there exist algebraic equations Pl = ql' ... , Pm = qm in two 
variables x, y over m such that <a, b) E r is equivalent to pt(a, b) =qt(a, b) 
for i= 1,2,· .. , m (a, b E A). 

Theorem 4. If the graph GJ is equationally definable in the algebra m and 
X(GJ) ~ No, then m is not a retract of a compact topological algebra ~. 

Proof. Assume that h: ~ -+ m is a retraction. If ® is defined by the 
equations Pt(x, y) = qj(x, y), i = 1, 2, ... , m, then we define r' on B by 
<c, d) E r' iff Pi(C, d) = qi(C, d), i = 1, 2, ... , m, and let rB be the symmetric 
hull of r'. Obviously <domain (rB); rB) is a compact topological graph that 
retracts onto GJ, contradicting Theorem 1. 

Theorem 5. There is an equationally compact commutative semigroup 
e=<8; .) which is not a retract of a compact topologicalsemigroup. 

Proof. We take an atomic compact graph ®=<G; r) with x(®)~No 
and let eo be the free commutative semigroup over the basis G in the 
variety K of all commutative semigroups that satisfy xyz = uvw. We define 
a=b(0) (a,bE8o) iff (i) a=b or (ii) a=c1 ·c2 , b=d1 ·d2 and <Cll C2), 
<d1 ,d2 )Er. 0EC(eo) and e=eo/0EK contains canonically G. If 
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<a, b) E r then we denote [a·b]0 by t and obtain for a', b' ES: <a', b') E r 
holds exactly if a' . b' = t. So ~ is equationally definable in e, i.e., e is not 
a retract of a compact topological algebra. Using the ultrapower part of 
Theorem 85.1 one proves that e is equationally compact. 

§88. MINIMUM COMPACTNESS 

There are interesting links between equational compactness and weak 
equational compactness. One such is based on the observation that weakly 
equationally compact algebras all of whose endomorphisms are mono­
morphisms (End(~)=Mon(~)) are equationally compact and all endo­
morphisms are automorphisms (End(~)=Aut(~)) (G. H. Wenzel [1971]). 
W. Taylor's discovery of minimum compact algebras goes in the same 
direction and proves fundamental for a theory of compactifications 
(W. Taylor [1971 a]). 

Theorem I. Let ~ be a weakly equationally compact algebra with End(~) = 
Mon(~). Then End(~) =Aut(~). 

Proof. If g: ~ ~ ~ is a proper monomorphism, then we get a chain ~= 
~o C ~1 C .•. C ~n C .•• of isomorphic algebras, and ~ro = U (~n I n E N) is 
a weakly pure extension of~. Thus there exists a homomorphism r: ~ro ~ 
~ which implies that End(~w)=Mon(~ro) and that ~ro is weakly equation­
ally compact. In particular, r is a monomorphism. We now build by 
transfinite induction an increasing chain of arbitrary length ~= ~oc 
~1 C ••• c ~yC ••• (y < a) such that each ~y is weakly equationally com­
pact, has only monic endomorphisms and admits a monomorphism 
g: ~y ~ ~. This leads to a cardinality contradiction. 

Theorem 1 has the following application to simple algebras (G. H. Wenzel 
[1971]). 

Theorem 2. A simple algebra ~ without one-element subalgebras is weakly 
equationally compact if and only if it is equationally compact. 

Proof. ~ contains a homomorphic image of every ultrapower ~DI. The 
respective homomorphism, restricted to A, is an automorphism of ~. 
Theorem 85.1 settles the matter. 

(In W. Taylor [1971 a] it is shown that pseudo simplicity of ~ suffices 
in Theorem 2. ~ is pseudosimple if for all 0 E C(~) either IA/01 = 1 or 
~/0 ~~.) 
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These results lead naturally to a closer scrutiny of algebras that satisfy 
End(~) = Mon(~). Various authors contributed to the naming of the 
related phenomena. 

Definition 1. (1) (B. Banaschewski) If ~, ~ are algebras, ~ E S(~), then 
~ is a firm extension of ~ if End(~ A) = Mon(~ A)' 

(2a) Let~, ~ be algebras: ~ is weakly pure with respect to ~ if every 
finite set of polynomial equations that is solvable in ~ is also solvable in ~ 
(see also W. Taylor [1971], Definition 2.2). 

(2b) (J. Mycielski) ~ is a folded algebra if every homomorphism 
h: ~ ~ ~ into an algebra ~ which is weakly pure with respect to ~ is a 
monomorphism. 

(3) (W. Taylor) The algebra ~ is minimum compact if it is folded and 
weakly equationally compact. 

The next remarks follow immediately from the above definition. 

Remarks. (1) If~is subalgebra of~, then ~ is weakly pure with respect 
to ~ if and only if ~ is a weakly pure extension of ~. 

(2) ~ is a weakly equationally compact firm extension of ~ if and only 
if ~ A is minimum compact. 

(3) ~ is minimum compact if and only if ~ is equationally compact and 
End(~)=Aut(~), i.e., if and only if ~ is weakly equationally compact 
and End(~)=Aut(~). 

Theorems 3 and 4 are taken from W. Taylor [1971 a]. 

Theorem 3. Let ~ be a weakly equationally compact algebra. Then there 
exists (up to isomorphism) a unique minimum compact algebra ~ such that 
~ and ~ are mutually weakly pure. ~ can be chosen to be a retract of ~. 

Corollary. Let ~ be a subalgebra of ~ and assume that ~ A is weakly 
equationally compact. Then there exists (up to isomorphism) a unique firm 
extension ~ of ~ that satisfies ~s; ~s;~ and ~ is retract of~. 

Proof of Theorem 3. The set of all congruences 0 E C(~) such that ~ 
and ~/ 0 are mutually weakly pure has a maximal element 0 0, Define 
~=~/00. ~ is evidently minimum compact and ~ and ~ are mutually 
weakly pure. By the standard "diagram argument" we can find a homo­
morphism h: ~ ~ ~ which is monic. ~h S; ~ is a retract of ~ since it con­
tains a homomorphic image of ~ and End(~)=Aut(~). 
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Definition 2. Following B. Banaschewski [1974 a] we define the <r of 
Theorem 3 as the core of ~ and the <r of the Oorollary as the core of ~ over ~. 

Theorem 4 (an application of minimum compact algebras) is a de­
composition theorem for equationally compact algebras in terms of mini­
mum compact algebras in a suitably enriched type. 

Theorem 4. Let ~=<A; F) be an infinite algebra in K(T) such that for 
each finite H £ A the algebra ~H is weakly equationally compact (special case: 
~ is equationally compact). Further let I be the set of finite subsets of A. Then 
there exists a subdirect representation g: ~ --+ TI (~(f) liE I) with the following 
two properties; 

(1) i£O(!) and ~\!) is minimum compact. 
(2) g is a pure embedding. 

Proof. For each i the algebra ~i (in the enriched type) is weakly equa­
tionally compact. We choose <rll ) as the core of ~i and define ~(i) as the 
T-reduct of <rIo. By Theorem 3 there exist retractions Pi: ~i --+ <r\!). We 
define g: ~ --+ TI (~(i) liE I) by ag= <api)iEI and verify that g is a pure 
subdirect representation. 

Some more applications of minimum compact algebras will be given 
later. We finish this section with two cardinality results. The first is due 
to W. Taylor [1971 a] and it plays an important role in subsequent sec­
tions. The second one follows from R. McKenzie and S. Shelah [1974] 
and points to a different direction of research. 

Theorem 5. Let ~=<A; F) be a minimum compact algebra in K(T). 
Then 

(1) IAI ~2m, where m=~o+o(T). 

(2) If O(T) ~ ~o, then IAI ~ ~o or IAI =2No. 

Proof. We outline the proof of (1). The proof is based on the following set­
theoretical result of P. Erdos [1942]: If S, I are infinite sets with lSI> 
2 111 , S(2) denotes the set of two-element subsets of S, and S(2) = U (Oi liE I), 
then there exists an io E I and a subset T £S such that T(2) £Oio 

and I TI > III. Let I be the set of all formulas <l>(yo, Yl) of the type 
(3xyo)··· (3xYn)(ao l\al''\ ... l\a t)withpolynomialequationsaj (j=O,I, ... , 
t) and Yo, Yl as the only free variables such that ~ F -----,(3x)(<l>(x, x)). For 
each <l> E I set B~={{a, b} I a, bE A and ~ F <l>(a, b)}. The following 
equality can beproved:A(2)= U (B~ I <l> E I). Of course, III =m. If IAI >2m, 
then the result of Erdos yields an infinite subset B of A (in fact, I BI > II\) 
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and some <Do E I such that B<2) <:; Bq,o' For any set X of variables we define 
a system ~(X) of positive formulas as follows: ~(X) ={<Do(x, y) V <Do(Y, x) I 
x, Y E X, x#y}. ~(X) is m-consistent, hence solvable in m. If we choose X 
such that IXI > IAI, we deduce <Do(a, a) for some a E A, a contradiction. 

Corollary. If <or is the core of <:8 over m, then lei ~2n, where n=~o+ 
O(T)+ IAI. 

Examples. All finite fields are minimum compact if 1 is added to the 
type. <Q; +, -, c> with Q the set of rational numbers, c#O, is minimum 
compact. <Z;f> and <Z/(n);f) with f(z)=z+l are minimum compact. 
Simple weakly equationally compact algebras without one-element sub­
algebras are minimum compact. Hence, the group SO(3) of all rotations 
of the 2-sphere is minimum compact if a constant c # id is added to the 
type. 

§89. COMPACTIFICATION OF ALGEBRAS 

Let m, <:8 be algebras, mE S(<:8). If <:8 is not an equationally compact 
extension of m, then it may still satisfy one or both of the following two 
conditions: 

(i) <:8 is At-(A, <:8)-compact, i.e., every <:8-consistent system of algebraic 
equations with constants in A is solvable in <:8. 

(ii) <:8 is At-(A, m)-compact, Le., every m-consistent system of algebraic 
equations with constants in A is solvable in <:8. 

Definition 1. In case (i) we call <:8 a closure of m, in case (ii) a quasi­
compact extension. 

The interrelation of these concepts and some of their properties were 
investigated in B. W~glorz [2], W. Taylor [1971 a], G. H. Wenzel [1971], 
B. Banaschewski [1974 a]. 

Not every algebra can be embedded into an equationally compact 
algebra. The lattices ~(n) and algebraically closed groups have been given 
as examples in §84. The reason for groups is twofold: (1) Every group can 
be embedded into an algebraically closed group, (2) every algebraically 
closed group is a simple group (see B. H. Neumann [1952]). Thus, assume 
that the algebraically closed group 6} has an equationally compact exten­
sion group .fl. Then .fl is At-(G,6})-compact. Theorem 85.1' yields a G­
homomorphism f: 6}1 ---* .fl for every pure extension 6}1 of 6}. Since 6}1 can 
be chosen to be an algebraically compact group containing.fl with IG1 1 > 
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IHI we get a contradiction to the simplicity of 6\. Also the group of all 
linear substitutions of the form fk,r(z) = 2kz+r (k E Z, r E Q) cannot be a 
subgroup of an equationally compact group. This was proved by J. 
Mycielski and C. Ryll-Nardzewski [1] as a generalization of a result of 
H. Freudenthal stating that this group cannot be embedded into a com­
pact topological group. The following example of B. W t;lglorz [3] is very 
illuminating for the complexity of the problem: The lattice 

£ = EB £(n) EE> £(0) 
O<n<No 

(i.e., the lattices 2(n) are put" above one another" and 2(0) on top of them 
all) is complete and even a compact topological lattice in the interval 
topology. However, no nontrivial countable ultrapower of £ has an equa­
tionally compact extension, for each such £DI contains DD (£(n) I n E N) 
which is isomorphic to £(2No). Of course, every nontrivial ultraproduct of 
finite fields of mutually different characteristics is another example of an 
ultraproduct of compact topological algebras that cannot be embedded 
into an equationally compact algebra. Can an algebra m that has no 
equationally compact extension be embedded into a closure or at least a 
quasi-compact extension? As we shall see, the answer to the first question 
is in the negative while the answer to the second is still unknown. The 
next result shows that we can limit ourselves to a class very tightly des­
cribed by m in searching for compact extensions. 

Theorem 1. Let m be an algebra with an equationally compact (quasi­
compact) extension S!3. Then there exists an equationally compact (quasi­
compact) extension <r of m in S(S!3) that satisfies every universal-existential 
sentence <l> with constants in A that is satisfied by m. In particular there 
exists such an algebra <r in HSP(m). <r can be chosen as a retract of S!3. 

Proof. The set of algebras ~ with m s; ~ s; S!3 that satisfy all universal­
existential sentences of m has a maximal element <r because of the Corollary 
to Theorem 45.2. If <rDI is an arbitrary ultrapower of <r and S!3D 1 the corre­
sponding ultrapower of S!3, then there exists a retraction g: S!3DI ~ S!3 that 
maps <rDI onto cr. 

Of course, one cannot hope to get always elementary equationally 
compact extensions if there are equationally compact extensions. B. 
Banaschewski [1974 a] and W. Taylor [1971 a] gave examples of algebras 
with equationally compact extensions that do not even have pure equation­
ally compact extension. W. Taylor [1971 a] cites an example ofG. Fuhrken 
of an algebra which has an equationally compact pure extension, but no 
equationally compact elementary extension. The best positive result in 
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that direction deals with elementary m-compactness and is due to J. 
Mycielski and C. Ryll-Nardzewski [1]. 

Theorem 2. Every infinite algebra m has an elementarily m-compact 
elementary extension m with IBI = IAlm for every cardinal number m. 

Proof. For the terminology see Definition 85.4 and Lemma 85.1. We 
choose mo = m and, for every ordinal g> 0, m~ = U (mn(m) 17] < g). If a is the 
initial ordinal of m + then m = m" is the desired extension. 

Example (G. H. Wenzel [1971]). It is, in general, not true that the exist­
ence of a weak equationally compact extension of m implies the existence 
of a weak equationally compact extension within HSP(m). To show this 
we observe that an algebra without nullary operations is always weakly 
equationally compactifiable by the obvious one-point compactification. 
We choose m=<A; V, 1\, *) of type (2,2, 1) with A ={an I n E N} 0 {O, I} 
such that <A; V, 1\);:;; 2(~o). Moreover a j * =al+ l , 0* = 1, 1*=0. m satis­
fies the identities Xo 1\ Xo * = Xl 1\ Xl * and Xo V Xo * = Xl V Xl *, but no weakly 
equationally compact algebra containing m satisfies these. 

Theorem 3 was independently proved by W. Taylor [1972] and G. H. 
Wenzel [1971]. Later B. Banaschewski [1974 a] added a third proof. 

Theorem 3. Let m be an algebra with a closure m. Then there exists an 
equationally compact extension ~ of m that is a retract of m. 

Proof. See the Corollary to Theorem 88.3. 

A study of compactifications either along the lines of topological com­
pactifications that lead to the Stone-Cech compactification or along the 
lines of injective embeddings in category theory that lead to injective 
hulls, soon suggests a separate investigation of the following two succes­
sively stronger cases: 

(A) (The pure case.) There exists a pure equationally compact extension 
ofm. 

(B) (The general case.) There does not necessarily exist a pure equa­
tionally compact extension, but there are equationally compact extensions. 

Both cases were investigated initially by W. Taylor [1971 a] and [1972]. 
B. Banaschewski and E. Nelson [1972] gave new algebraic proofs that guide 
us in this presentation. The following lemma shows that pure-essential 
extensions of an algebra mare" small" compared with pure equationally 
compact extensions. 
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Lemma 1. Every pure-essential extension G: of QI can be embedded in 
every equationally compact pure extension ~ of QI. Thus, the isomorphism 
classes of pure-essential extensions form a set if there exists a pure equation­
ally compact extension. 

Proof. The" diagram argument" yields an A-homomorphism g: G: --+~. 
Consequently g is one-to-one. 

Lemma 1 provides us with maximal pure-essential extensions of QI, 

which are equationally compact by Theorem 85.5. 

Definition 2. An equationally compact hull of QI is an equationally 
compact pure-essential extension of QI. 

The next theorem is based on Lemma 1 and the remark following it. 

Theorem 4. The following conditions are equivalent for an algebra QI: 

(1) There exists a pure equationally compact extension of QI. 

(2) QI has an equationally compact hull. 
(3) QI has (up to isomorphism) only a set of pure-essential extensions. 

Theorem 5. Equationally compact hulls ~ of an algebra QI are (if they 
exist) exactly the maximal pure-essential extensions of QI and as such are 
mutually A-l:somorphic. Moreover, IBI ~2n, where n=~o+o(T) + IAI. 

Proof. Surely QI has one equationally compact hull ~ that is a maximal 
pure-essential extension of QI. Every other equationally compact hull is 
mapped into ~ by an A-monomorphism. Theorem 85.5 completes the 
proof. For the cardinality statement we refer to the Corollary to Theorem 
88.5. 

Let us point out one crucial difference between injective hulls and 
equationally compact hulls. The former depend essentially on the equa­
tional class within which they are considered, the latter not. As we shall 
see the existence of an equationally compact extension does not imply the 
existence of a pure such extension. However, the famed Lowenheim­
Skolem-Tarski theorem yields immediately the following result (see also 
B. Banaschewski and E. Nelson [1972]). 

Theorem 6. For every pair of algebras ~!, ~ with QI E S(~) there is a 
G:ES(~) with A~C~B such that ICI~~o+o(T)+IAI and ~ is a pure 
extension of G:. 
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Definition 3. A compactification !OB of the algebra ~ is an equationaUy 
compact extension of ~ which is its own core over ~. 

The corollary to Theorem 88.3 yields immediately that every algebra 
that has an equationally compact extension has also a compactification. 
Compactifications are firm extensions. So "being its own core over ~" 
can be viewed as some algebraic variant of topological denseness (B. 
Banaschewski [1974 a]). Injective hulls in equational classes of algebras 
are well-known examples of compactifications. So are the equationally 
compact hulls just introduced (Theorem 85.5 and Theorem 5). If Fp is 
the prime field of characteristic p, then all its finite extensions are com­
pactifications. This simple example of B. Banaschewski makes two points 
immediately clear: (1) ~ may have compactifications that are not in 
HSP(~) although Theorem 1 guarantees that, if there are any, there is 
always one in HSP(~). (2) Compactifications of a given ~ are neither, in 
general, minimal or even smallest equationally compact extensions nor 
are they unique. Equationally compact hulls behave much better in this 
respect. 

Remark. Equationally compact hulls are the smallest compactifications 
of ~ with respect to set inclusion. 

Theorem 7. For every equationally compact extension !OB of ~ the following 
conditions are equivalent: 

(1) !OB is a compactification of~. 
(2) !OB is a firm extension of ~. 
(3) Whenever!OB is a pure extension of some subalgebra @ with A s:: D then 

it is a pure-essential extension (i.e., equationally compact hull) of @. 

Proof. The remarks following Definition 88.1 show the equivalence of 
(1) and (2). (2) implies (3). By Lemma 85.2 we find a pure-essential exten­
sion !OB / e of @ and a D-homomorphism g: !OB / e -+ !OB. Since 'IT 0 g ('IT is the 
natural projection) is an automorphism, we get e = w. (3) implies (2). Let 
!OB' be the core of!OB over ~. Then !OB is a pure-essential extension of !OB'. 
Since !OB' is a retract of!OB we get !OB=!OB /. 

Corollary 1. Any algebra ~ has only a set of compacti.fications (up to iso­
morphism). 

Proof. Put Theorems 6, 4(3) and 7(3) together and add Zorn's lemma. 

Corollary 2. If!OB is a pure equationally compact extension of ~, then !OB is 
a compactification of ~ if and only if it is the equationally compact hull. 
Thus there is (up to isomorphism) only one pure compactification of ~. 
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Definition 4. The compactijication !B of 21 is called a maximal compacti­
fication if there exists an A-homomorphism g: !B -J>- <r for every compacti­
jication <r of 21. 

This" Stone-Oech-maximality condition" endows these maximal com­
pactifications with the same special role amongst all compactifications 
as the Stone-Oech compactification of completely regular Hausdorff 
spaces enjoys amongst all topological compactifications. In particular one 
proves easily the following theorem (W. Taylor [1971 a], B. Banaschewski 
[1974 a]; the arguments in both papers are rooted in category theory). 

Theorem 8. Let 21 be an algebra with equationally compact extensions. 

(1) There is (up to A-isomorphism) exactly one maximal compactijication 
of ~l. 

(2) Any homomorphism h: 2l-J>- ~ from 21 to an equationally compact 
algebra ~ extends to the maximal compactijication of 21. 

As the next and last theorem of this section states, the maximal com­
pactifications of algebras 21 with at least one pure equationally compact 
extension are characterized by purity. B. Banaschewski's question, 
whether there is a similar characterization for the maximal compacti­
fications in general, remains unanswered. "Similar" means here a charac­
terization that does not refer to the set of all compactifications. 

Theorem 9. If 21 has a pure equationally compact extension then a com­
pactijication!B of 21 is maximal if and only if!B is a pure extension, i.e., if 
and only if!B is an equationally compact hull of 21. 

Proof. Let <r be an equationally compact hull and let ~ be an arbitrary 
maximal compactification of 21. There is an A-homomorphism g: ~ -J>- <r, 
so ~ is a pure extension. Corollary 2 to Theorem 7 finishes the proof. 

Examples. (1) H. Numakura [1952] proved that every cancellative 
compact topological semigroup is in fact a group. B. WEfglorz [2] genera­
lized this to cancellative equationally compact semigroups. B. Banaschew­
ski [1974 a] refined the result further by showing that every cancellative 
monoid with an equationally compact pure extension is a group. It is 
quite interesting that one can go one more step: Any cancellative semi­
group with an equationally compact weakly pure extension is a monoid 
(not yet a group as <No; +) demonstrates). Thus, every cancellative 
semigroup with an equationally compact pure extension is a group. Hence 
(B. Banaschewski [1974 a]) any cancellative commutative monoid which is 
not a group has equationally compact extensions but none of these are 
pure. 
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(2) B. Banaschewski [1974 a] also shows that any free monoid or 
free commutative monoid ~ has a one-point compactification "l3 (i.e., 
JB-AJ =1). Compactifications of Peano algebras are considered in 
J. Mycielski and W. Taylor [1976]. Any Peano algebra of any type has 
compactifications. 

(3) B. Banaschewski [1974] characterizes equationally compact (;-sets 
for arbitrary groups (;. ~ = <A; {fg I g E G} > of type <I, 1, 1, ... > is a (;-set 
if fgh = fg 0 fh and f1 = idA hold. A (;-set is equationally compact if and only 
if any subgroup {> of (; for which every finitely generated subgroup is 
contained in some stability subgroup of A is itself contained in a stability 
subgroup of A. Using this it can be shown that every (;-set has an equa­
tionally compact hull. B. Banaschewski gives an explicit description of 
this hull. Mono-unary algebras have equationally compact hulls (W. 
Taylor [1974]); semilattices, in general, do not (E. Nelson [1975 b]). 

The last example falls naturally into the circle of problems that we 
touch upon in the next and last section: When do all algebras of a given 
equational class have compactifications or equationally compact hulls? 

§90. APPLICATION TO EQUATIONAL CLASSES OF ALGEBRAS 

The results of this section are essentially due to W. Taylor [1972]; the 
approach has been altered from a model-theoretic to an algebraic one by 
B. Banaschewski and E. Nelson [1972]. The latter will be presented here. 

Taylor's point of departure was the question of when an equational 
class V can be written as V = ISP(K) for some set K. In view of G. Birk­
hoff's subdirect representation theorem we always have V = ISP(K) for 
the class K of all subdirectly irreducible algebras in V. Thus the problem 
may be reformulated as to when the subdirectly irreducible members of 
an equational class V form (up to isomorphism, of course) a set. Such 
equational classes are called residually small. The following theorem 
reveals the problem as a relevant part of our topic. 

Theorem 1. If V is an equational class of algebras, then the following 
conditions are equivalent: 

(1) Every ~ E V has an equationally compact extension. 
(2) If"l3 is an essential extension of ~ E V, then JBJ ~2n, where n= 

~o+o(T)+JAJ. 
(3) If ~ E V is subdirectly irreducible, then JA J ~ 2m, where m= ~o + O(T). 
(4) V is residually small. 
(5) Every ~ E V can be embedded into an absolute retract in V. 
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Proof. (1) implies (2). We take a compactification ~' of ~ and choose 
C[ with AsOSB' such that ~' is a pure extension of C[ and 101 ~n 
(Theorem 89.6). By Theorem 89.7(3) the algebra ~' is an equationally 
compact hull of (t and, of course, IBI ~ IB'I ~2n. (2) implies (3). Every 
subdirectly irreducible algebra is an essential extension of a suitable 
algebra generated by two elements. (4) implies (5). Essential extensions of 
subdirectly irreducible algebras are again subdirectly irreducible. Thus 
Zorn's lemma assures maximal essential extensions of any given sub­
directly irreducible algebra. These are absolute retracts in V. If (5) holds 
for subdirectly irreducible algebras, then it holds in general. 

Examples. (1) Abelian groups, HSP(e53 ) (i.e., the equational class 
generated by the symmetric group on 3 letters), Boolean algebras, distribu­
tive lattices, semilattices, rings with 1 satisfying xn=x, mono-unary and 
bi-unary algebras, ~-sets, all quasi-primal varieties are residually small 
equational classes. 

(2) The varieties of groups, modular lattices, lattices, commutative 
rings with 1 are not residually small. 

(3) In W. Taylor [1976] we find the following interesting examples: 
The group SO(3) generates a non-residually small equational class, 
although it is equationally compact. The same holds for the 8-element 
quaternion group (due to S. O. MacDonald and H. Groves) or the 3-
element semigroup <{O, 1, 2}; . > defined by the algebraic equations O·x=O, 
l·x= 1 and 2 ·x=x (due to J. A. Gerhard). 

The attempts to characterize equational classes of algebras with enough 
equationally compact hulls leads to a nice analog to the role of subdirectly 
irreducible algebras in the "pure situation" that takes the place of G. 
Birkhoff's famed result. 

Definition 1. The algebra ~( is called pure-irreducible if for any embedding 
g: ~ __ rI (~II i E 1) such that ~ is a pure 8ubalgebra of the direct product 
(we call such g a pure embedding) the composite of g with some projection 
71"10: rI (~I lie 1) -- ~Io is a monomorphism. 

One easily proves the following different description of this concept. 

Remark. ~ is pure-irreducible if and only if there is a finite set of 
algebraic equations {Pl = ql> ... , Pn = qn} with constants in A such that this 
system is solvable in 21 modulo every congruence e =1= w, while the system 
itself is not solvable. 
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Remark. Subdirectly irreducible algebras are pure-irreducible. The 
converse is false as, e.g., the three-element lattice shows. W. Taylor [1972] 
observed the following analog of Birkhoff's theorem. 

Theorem 2. Any algebra ~ is the subdirect product of pure-irreducible 
algebras !iSh i E 1, in such a way that ~ is a pure subalgebra of T1 (!iS11 i E 1). 

Pure-irreducible algebras allow the following improvement over Theo­
rem 89.6 and a generalization of the fact that every subdirectly irreducible 
algebra is an essential extension of a subalgebra generated by two 
elements. 

Lemma I. If ~ is a pure-irreducibte algebra, then there exists a subalgebra 
!is of ~ with I BI ~ No + o( T) such that ~ is a pure-essential extension of !is. 
!is may be chosen in such a way that it contains any given finite set K ~ A. 

Proof. Following B. Banaschewski and E. Nelson [1972] we take 
S = {PI = qd i = 1, ... , n} as in the remark following Definition 1. If K ~ A 
is a given finite set and L is the set of constants appearing in S then there 
is a finitely generated subalgebra ~o of ~ with K u L~Ao. We choose a 
pure subalgebra!iS of ~ with Ao~B and IBI ~NO+O(T) (Theorem 89.6). 
If 0 is an arbitrary congruence of~, 0#w, thenpi=qj (mod 0), i= 1, ... , 
n, is solvable in ~ but S is not solvable in!:l3. We conclude that no ~/0 is 
a pure extension of !is, i.e., ~ is a pure-essential extension of !is. 

We have all the pieces to prove Taylor's "pure analog" of Theorem 2. 

Theorem 3. If V is an equational class of algebras, then the following 
conditions are equivalent: 

(1) Every ~ E V has a pure equationally compact extension. 
(2) If !is is a pure-essential extension of ~ E V, then IBI ~2n, where 

n=No+o(T)+ IAI· 
(3) If ~ E V is pure-irreducible, then IAI ~2m, where m=No+o(T). 
(4) The isomorphism classes of pure-irreducible algebras form a set. 

Proof. (1) implies (2). If <r is an equationally compact hull of~, then it 
is a maximal pure-essential extension and !is can be embedded in <r 
(Lemma 89.1). By Theorem 89.5 we have IBI ~ lei ~2n. (2) implies (3). 
Let ~ be pure-irreducible. By Lemma 1 there exists some !:l3 E S(~) with 
I BI ~ m such that ~ is a pure-essential extension of !is. We conclude 
IAI ~2m+ IBI =2m. (3) implies (4) is trivial; (4) implies (1) by Theorem 89.4. 
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Examples. Abelian groups, mono-unary algebras, ~-sets, and Boolean 
algebras constitute residually small equational classes in which every 
algebra has even a pure equationally compact extension. The last example 
is a quasi-primal variety. Equationally compact and compact topological 
algebras in such varieties were characterized by S. Bulman-Fleming and 
H. Werner [1977] via Boolean extensions. W. Taylor [1976] showed that 
every algebra in such a variety is a pure subalgebra of a direct product of 
finite simple algebras. So quasi-primal varieties have always pure equa­
tionally compact extensions. Bi-unary algebras, semilattices (mentioned 
before), and distributive lattices are residually small equational classes 
without this property. The last example is due to R. McKenzie (see W. 
Taylor [1972]) who constructed pure-irreducible distributive lattices of 
arbitrarily large cardinality. 

One last remark may be of interest: it is an open problem whether the 
existence of quasi-compact extensions implies the existence of equationally 
compact extensions for a fixed algebra ~. A slight modification of the 
original Banaschewski-Nelson proof for Theorem 1 (mimeographed notes, 
1971) reveals that one can give a positive answer if one asks the question 
for all algebras of a given equational class. A proof can also be based on 
the following lemma of W. Scott [1951]. 

Lemma 2. Every algebra ~ can be embedded into an absolutely pure 
algebra ~ E HSP(~) (i.e., ~ is a pure subalgebra of every extension (£ E 

HSP (~)). 

Theorem 4. Let V be an equational class of algebras. The following two 
statements are equivalent: 

(1) Every ~ E V has an equationally compact extension. 
(2) Every ~ E V has a quasi-compact extension. 

Proof. We choose a quasi-compact extension ~ of an absolutely pure 
extension (£ of ~ in HSP(~). ~ is a closure of (£ and Theorem 89.3 settles 
the matter. 

§91. CONCLUDING REMARKS 

We have restricted our attention to universal algebras. E. Nelson 
[1975 a] investigated the natural functor r from the class of all algebras 
of a fixed type to a suitable class of relational systems which preserves 
underlying sets and replaces every ny-ary operation by its (ny + 1 )-ary 
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"graph" (associated relational system). For relational systems we can 
define atomic compactness and atomic hulls in complete analogy to equa­
tional compactness and equationally compact hulls. r preserves and re­
flects purity, atomic compactness, pure-essentialness, hence the existence 
of atomic hulls, although it does not reflect the existence of atomic 
compact extensions in general. In another paper E. Nelson [1975] produces 
a second functor !:l from the class of all relational system (really structures) 
of a fixed type to the class of all groupoids that preserves and reflects 
purity and atomic compactness, preserves pure-essential extensions, hence 
atomic-compact hulls, and reflects the existence of atomic compact hulls. 
r 0 !:l and !:l are therefore functors from the class of all algebras of a fixed 
type to the class of all groupoids that have the above properties. The two 
papers treat the topic (in parts at least) within the more general framework 
of infinitary algebras. In E. Nelson [1974] equational compactness for 
infinitary algebras is investigated. 

We have not reported on any detailed investigation in special classes of 
algebras nor on problems concerned with limiting the number of variables 
(rather than the number of equations), in the systems of equations (or 
formulas) that occur in the basic definitions. A. Abian's [1970] result that 
a Boolean algebra is equationally compact if and only if every consistent 
system of equations of the type a 1\ x = b is solvable and similar results for 
semilattices by G. Gratzer and H. Lakser [1969] or for certain lattices by 
D. Kelly [1972] indicate that such considerations can bring forth interest­
ing results. 

The answer to Mycielski's question is not known for many classes of 
algebras-most notably for distributive lattices, groups and rings. The 
best result for rings seems to be an approximation of a negative answer by 
D. K. Haley [1977] that reads as follows: There exists a commutative 
ring 9t and a structure ~=<R; +, r) such that <R; +) is the group­
reduct of the ring 9t, the binary relation r is "equationally definable in 
9t" and such that ~ is atomic compact without being a retract of a com­
pact topological structure. 

There are interesting purely model-theoretic results that we had to skip. 
The cardinality result of R. McKenzie and S. Shelah (Theorem 88.5), for 
example, points into an area of problems that goes beyond the scope of 
our discussion here. Another class of results can be exemplified by the 
following theorem that has been proved by various mathematicians 
(B. Wf;lglorz, A. I. Omarov, W. Taylor, J. T. Baldwin): All models of an 
Nl-categorical Horn theory are atomic compact. A separate survey of 
such questions (put into another framework) would surely be of interest. 

In conclusion the following quotation from the 1969 edition of Kap­
lansky's Infinite Abelian groups [1969] seems particularly fitting: "I 
realized that I was in a position to tell my colleague Paul Halmos exactly 
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what were the possibilities for the algebraic structure of a compact Abelian 
group (modulo some final fiddling with cardinal numbers). It was in order 
to be able to state a precise theorem without this annoying investigation 
of cardinal numbers that I broadened the class of compact groups slightly 
and called the generalized object 'algebraically compact'. There was a 
lucky accident here, for the concept had ramifications considerably beyond 
anything I envisaged." 

§92. SOME PROBLEMS 

In this section we collect some open problems on equational compact­
ness. Naturally the selection is biased. However we have tried to concen­
trate on those problems that have been around in the literature for a while. 
They are partly folklore, partly re-appearing in various publications by 
the authors who have been frequently mentioned in this report; so we will 
state them without attempting to trace their origins. 

1. Can every equationally compact algebra be embedded m a compact 
topological algebra? If not, does such an embedding exist in interesting 
classes of algebras? (W. Taylor [1972] mentions specifically residually 
small equational classes.) 

2. Is the algebra ~ a retract of a compact topological algebra if its associated 
relational system is a retract of a compact topological relational system? 
(The known counterexamples to Mycielski's question remain counter­
examples if we switch to the associated relational systems.) 

3. Does an algebra ~ have an equationally compact extension if it has a 
quasi-compact extension? (See B. W~glorz [2].) 

4. Can every equationally compact partial algebra be embedded as a relative 
subalgebra into an equationally compact algebra? 

5. Is there a description of the maximal compactifications of an algebra that 
does not refer to the set of all compactifications? (See B. Banaschewski 
[1974 a]). Can one give a "construction" of the core of a weakly equa­
tionally compact algebra? (W. Taylor [1971 a].) 

6. Characterize minimum compact algebras in interesting equational classes 
with finitely many new constants. 

7. Can the representation in Theorem 88.4 be made in any sense" canonical" 
(i.e., unique or irreducible)? (See W. Taylor [1971 a].) 

8. Study equationally compact lattices. More specifically: 
(a) Is a distributive lattice equationally compact if and only if it is 

complete and fully distributive? (This is a conjecture by G. Gratzer 
that was independently made by W. Taylor in his Ph.D. Thesis.) 
What about Mycielski's question in the class of distributive lattices? 

(b) Does Mycielski's question have a positive answer in the class of all 
lattices without infinite anti-chains? (See D. Kelly [1972].) 
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9. Is there a system of N2 equations over <Z; +, - > or <Z; +, -, . > which 
is unsolvable in Z although every subsystem with ~ Nl equations has a 
solution? (See Theorem 84.3 and R. McKenzie [1971 b].) 

10. Investigate equational compactness in classes of groups other than the 
Abelian groups. Fe-groups, for instance, seem to be more accessible to 
model-theoretic methods than just arbitrary groups (Fe-groups are groups 
with finite conjugacy classes). What about locally finite Fe-groups? 
J. Mycielski [3] suggests an investigation of non-Abelian, connected, 
locally compact topological groups. 

11. S. Balcerzyk [1956] proved that an Abelian group is equationally compact 
if and only if every set of equations of the particular form {xo - an = 

n! Xn I n = 1, 2, ... } is solvable provided it is finitely solvable. Do such 
particular forms exist for arbitrary ~-modules? 

12. What is the answer to Mycielski's question in the class of groups or the 
class of (commutative) rings? 

13. Are simple equationally compact rings (with 1) finite? (A corresponding 
result holds for compact topological rings.) Are there simple non-equa­
tionally compact rings that allow a quasi-compact extension? 

14. (W. Taylor [1974 a]; Problem 2.7.) Does there exist a residually small 
variety K that is congruence-regular but not congruence-uniform? (I.e., 
there are blocks B 1 , B2 of a congruence e on some ~ E K with IB21> 

IB11~No·) 



APPENDIX 7 

THE INDEPENDENCE PROOF 

By G. Gratzer and W. A. Lampe 

§93. STATEMENT OF THE MAIN RESULTS 

In this appendix we shall prove the independence of the congruence 
lattice, the subalgebra lattice, and the automorphism group of an (in­
finitary) algebra and characterize type-2 congruence lattices. 

Theorem I. Let m be an infinite regular cardinal. Let G) be a group and 
let ~c and ~a be m-algebraic lattices with more than one element. Then there 
exists an algebra 2{ of characteristic m satisfying the following conditions: 

(i) The congruence lattice, the subalgebra lattice, and the automorphism 
group of 2{ are isomorphic to ~c, ~a, and G), respectively. 

(ii) The congruence lattice of 2{ is a sublattice of the partition lattice (i.e., 
the lattice of equivalence relations) of A; in fact, the congruences have type-3 
joins. 

(iii) If ~a is modular and G) has only one element, then the congruence 
lattice of 2{ has type-2 joins. 

In this theorem, type-3 (respectively, type-2) joins for congruences 
means that 0 V <11= 0<110<11 (respectively, 0 V <11= 0<110). 

In §94 we discuss some preliminaries and define two crucial concepts: 
closest elements and invertible operations. In §95 we axiomatize the 
systems we wish to deal with (CIs-quintuples) and the appropriate concept 
of expansion (CIs-expansions) and prove that 2{[f] gives us such an 
expansion. 

The construction 2{* corresponds to 2{' of §17, but without gl' g2' ga. 
Under suitable hypotheses, this again yields a CIs-expansion. If gv g2' ga 
are also considered, then stronger hypotheses are needed to get a Cls­
expansion; this gives the 2{** construction. These two constructions are 
discussed in §96. 

Two intermediate constructions needed for subalgebras and auto­
morphisms are introduced in §97. Finally, in §98, we give the initial 
construction. Starting with this construction, the proof of Theorem 1 is 

448 
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then an easy transfinite series of applications of the constructions intro­
duced in §§95-97. 

§94. PRELIMINARIES 

We need some notation, terminology, and preliminary observations. In 
this appendix, all algebras or partial algebras will be of characteristic ~ m, 
where m is a fixed infinite regular cardinal. A number of results of Chapters 
0-2 are valid for m-complete semilattices and for partial algebras and 
algebras of characteristic ~ m (see, in particular, Exercises 82-84 of 
Chapter 0, Exercises 88-96 of Chapter 1, Exercise 45 of Chapter 2). 

If ex is an ordinal, A is a set, a E A"', and y < ex, then ay denotes the yth 
component of a. If a maps A into itself, aa is the sequence <aya). If a, b 
E A'" and 0 is a binary relation on A, then a=b(0) means that a y =b y(0) 
for all y < ex. If 0 is a closure system on A, we write [a]c or [ao, av ... ]c 
for [{ao, aI' ... }]c. For X, YEO we set 

X Vc Y = [X u Y]c. 

The following two observations will be useful: 

Lemma 1. Let 0 be a set of subsets of the set S. If <0; s:;) is a complete 
lattice and for each s E S there is an [s] E 0 satisfying: 

(i) s E [s]; 
(ii) for DE 0, sED implies that [s] s:; D, 

then 0 is a closure system. 

Lemma 2. A closure system 0 on the set A is m-algebraic iff a subset X of 
A is closed whenever X contains the closure of Y for every Y s:; X satisfying 
IYI<m. 

The easy proofs are left to the reader. 
In an m-algebraic closure system 0 on the set A, m-compact equals 

principal iff for any Bs:;A with IBI < m there is abE B such that [B]c= 

[b]c· 
For a partial algebra Qt = <A; F) and f E F, R(j, Qt) denotes the range 

off. 

Let Qt and ~ be partial algebras and As:; B. ~ is an expansion of Qt iff 
the following hold: (i) each partial operation f of Qt is a partial operation 
of ~ and D(j, Qt) s:; D(j, ~); (ii) for any partial operation f of Qt and any 
a E D(j, Qt), the value f(a) is the same in Qt as it is in ~. If Qt and ~ have 
the same partial operations and Qt is a sub algebra of ~, then ~ is an 
extension of Qt. 



450 APPENDIX 7. THE INDEPENDENOE PROOF 

Let Q3 be an expansion of 21 = <A; F), let E E Y'(Q3), cI> E O(Q3), 'T E G(Q3), 
DE Y'(21), 0 E 0(21), and a E G(21). E i8 an exten8ion of D iff E n A = D. 
cI> i8 an extension of 0 iff cI> restricted to A is 0. 'T i8 an exten8ion of a iff 
'T and a agree on A. 

Repeated expansions lead to limits. Let a be a limit ordinal and let 21y 
be a partial algebra, for all y < a, with the property that 216 is an expansion 
of 21y for all y~S<a. Then we can form A=U (A61 S<a) and F= 
U (Fyi y<a) and call 21=<A; F) the limit of 21y, y<a. 

As in the finitary case, for the partial algebra 21=<A; F) andfE F, we 
define 21[f]; 21[ F] is the union of 21[f] as f ranges over F. It is crucial that 
Lemma 15.3 holds for infinitary partial algebras with no change in the 
proof. We denote by 0[f] the extension of 0 E 0(21) to 21[f] as given by 
Lemma 15.3. 

For H£O(21), set H[h]={0[h] 10 E H}. 
Let D be a subalgebra of 21. Denote by D[h] the subalgebra generated 

by D in 21[h]. Then a E D[h] iff a E D or a=h(d) for a unique dE DY­
D(h, 21), where y is the arity of h. So D[h] n A=D. For K£Y'(21), we set 
K[h] = {D[h] IDE K}. 

It is clear that an automorphism a of 21 has a unique extension a[h] E 
G(21[h]). Set H[h] = {a[h] I a E H} for any H£G(21) and ~[h]=<H[h]; 0) for 
any subgroup ~=<H; 0) of~(21). 

Let 21=<A; F) be a partial algebra of characteristic m. Set 21=21[F]o. 
For any ordinal a, define 21[F]"+1 = <A[F]a+l; F) = (21[F],,) [F]. If a is 
a limit ordinal, define 21[ F]" as the limit of 21[ F]y, y < a. It is easy to 
see that 21[F]m is an algebra and that 21[F]a=21[F]m for any a~m. In 
particular, if 21 is finitary 21[F]a=21[F]", for any a~w. We shall use the 
notation Fr(21) = <Fr(21); F) for 21[F]m, and we call Fr(21) the algebra 
(ab80lutely) freely generated by 21. 

Now we introduce the first new concept, the concept of a closest element, 
modelled after the situation shown on the diagram of p. 101: for instance, 
for any element of gl(A), c is the closest element in A. 

Let H be a set of equivalence relations on the set A. For an ordinal a 
and a, h E A a we set 

0 H (a, h) = n (cI> I cI> E H and a == h(cI>)). 

If a=<a) and h=<b), we write 0 H (a, b) for 0 H «a), <b». Observe that if 
H =0(21), then 0 H (a, b) = 0(a, b). Intuitively, we think of 0 H (a, b) as the 
distance, measured in H, between a and b. If H is a closure system, then 
0 H (a, h) EH. 

Similarly, for a E Aa and D£Aa we set 

H-Dist(a, D) = n (0H (a, h) I h ED), 

and call t,his the H-di8tance of a from D. Iffor some h E D, 
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0 H (a, b) = H-Dist(a, D), 

we say that b is an H-closest element in D to a, in symbols, 

b CIs a (in D, mod H). 

Observe that this holds iff 0 H (a, b);;;; 0 H (a, x) for any xED. (Note that 
such a b is not unique. For instance, in the diagram ofp. 101, any element 
of g2(A) has at least two closest elements in A.) 

A 

b is closest to a in D modulo H 

0 H (x, a) ~ 0 H (b, a) 

Fig. 1 

We need two more concepts. 
Let H be a set of equivalence relations on the set A. We call H a unary­

algebraic closure system iff there is some family F of unary partial opera­
tions on A so that H =C«A; F». Equivalently, H is unary-algebraic iff 
(i) H is a closure system (on A x A), (ii) W E H, and (iii) for any equivalence 
relation «I> on A, «I> E H iff «1>2 0 H (a, b) for every <a, b) E «1>. 

Again, let H be a set of equivalence relations on the set H and let f be 
an a-ary partial operation on A. Then f is called H-invertible iff for every 
o E H, a, bE D(f), f(a)=f(b)(0) implies that a=b(0). This is just the 
converse of what is required for 0 to be a congruence relation. Observe 
that f is one-to-one iff it is {w}-invertible. 

§95. Cis-EXPANSIONS AND FREE EXTENSIONS 

The proof of Theorem 93.1 is based on two complicated definitions, 
motivated by §§17 and 18 of Chapter 2. 
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Definition 1. Let 21 be a partial algebra, Hs;C(21), Ks;Y(21), Gs;G(21), 
and let m be an infinite regular cardinal. <21, H, K, G, m) is a CIs-quintuple 
iff the following conditions are satisfied: 

(i) 21 is of characteristic ~m; Hand K are m-algebraic closure systems; 
CfJ = <G; 0) is a regular permutation group (that is, if aa=a for some a E A 
and a E G, then a is the identity of CfJ); 

(ii) w E H and 0 E K; 
(iii) Orb(a) ={aa I a E G}s;[a]K' for a E A; 
(iv) 0 H (a, b)= 0 H (aa, ba),for a, b E A, a E G; 
(v) there is an m-compact E E H such that for any 0 E H, a, bE A, a=lb, 

and bE Orb(a), we have a=b(0) iff Es; 0; 
(vi) for all a, bE A there is aCE A satisfying c CIs a (in Orb(b), mod H); 

(vii) RU, 21) =I 0 for all f E F; 
(viii) A = U (R(f, 21) I f E F); 

(ix) each f E F is H-invertible; 
(x) for any two partial operations f, g E F there is abE A such that for 

any a E R(g, 21) there is aCE Orb(b) satisfying c CIs a (in RU, 21), mod H). 

Remark 1. 1 (viii) and l(x) imply that for any f E F and a E A there is a 
c E RU, 21) satisfying c CIs a (in RU, 21), mod H). 

Remark 2. It follows from l(v) and l(vi) that l(vi) holds also for 
sequences. Namely, if a, hE Aa, then there is aCE Aa satisfying c CIs a 
(in Orb(h), mod H). Proof: By l(vi), there is a C=bOT (T E G) satisfying 
bOT CIs ao (in Orb(bo), mod H). Set C=hT and let ha=a(0) for some a E G. 
We wish to show that hT=a(0). If a=T, there is nothing to prove. So let 
a=lT. Since ha=a(0), then, in particular, boa=ao(0). Hence boT=a(0). 
Since a=lT and G is regular, boa=lboT and boa=boT(0). Applying l(v), we 
conclude that Es; 0 and so bya=b yT(0) for all y<a, hence ha=hT(0). 
Thus a=ha=hT(0), as claimed. 

Definition 2. <21', H', K', G', m) is a CIs-expansion of <21, H, K, G, m) 
(where 21=<A; F) and 21'=<A'; F')J iff the following conditions are 
satisfied: 

(i) <21, H, K, G, m) and <21', H', K', G', m') are CIs-quintuples and 
m=m'; 

(ii) 21' is an expansion of 21; 
(iii) for 0 E H, [0]w is an extension of 0;for D E K, [D]K,is an extension 

of D; for any a E G there is a unique extension a' E G' ; 
(iv) H' ={[0]w I 0 E H}, K' ={[D]K' IDE K}, G' ={a' I a E G}; 
(v) let f, g E F, f =I g; if b satisfies 1 (x) for f and g in 21, then b satisfies 

l(x) for f and gin 21'. 
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Remark 1. The relation defined by CIs-expansion is transitive. We shall 
use this repeatedly without reference. 

Remark 2. It follows from Definitions 1 and 2, that the E' of H' given 
by l(v) is in fact [E]H'. 

Now we come to the first important statement: 

Lemma 1. Let (~,H,K, G, m) be a CIs-quintuple, ~=(A; F) and h E F. 
Then (~[h], H[h], K[h], G[h], m) is a CIs-expansion of (~, H, K, G, m). 

Proof. We start by verifying l(i)-I(x) for the expanded quintuple. First, 
a convention: throughout this appendix, for 0, cI> E H we write 0 V cI> 
for 0 VH cI>( =[0 u cI>]H) and if Y£.H we set V Y for V H Y (=[U Y]H). 

l(i). We know that H[h]£.a(~[h]), K[h]£.9'(~[h]), and G[h]£.G(~[h]). 
Firstly, we verify that H[h] is an m-algebraic closure system. 
By Lemma 15.3(i), 0 -+ 0[h] is an isomorphism between Hand H[h], 

hence (H[h]; £.) is a complete lattice. To show that H[h] is a closure 
system we verify that the conditions of Lemma 94.1 apply. 

For a, bE A[h] we define cI>(a, b) E H: 

(i) For a, bE A, set cI>(a, b) = 0 H(a, b). 
(ii) For a E A and b=h(y) ¢ A, let c=h(w) be any element satisfying 

c CIs a (in R(h, ~), mod H). Set cI>(a, b) = 0 H (w, y) V 0 H(a, c). 
(iii) For a ¢ A and b E A, set cI>(a, b) = cI>(b, a) as defined in (ii). 
(iv) For a=h(x) ¢ A and b=h(y) ¢ A, set cI>(a, b) = 0 H (x, y). 

Now set 

[(a, b)] = cI>(a, b)[h]. 

We claim that [(a, b)] satisfies the conditions of Lemma 94.l. 
Comparing (i)-(iv) with the condition of Lemma 15.3, we see imme­

diately that (a, b) E [(a, b)] E H[h]. 
Now let 0 E Hand a:=b(0[h]). We wish to show that [(a, b)]= 

cI>(a, b)[h]£. 0[h], or, equivalently, that cI>(a, b)£. 0. 
If a, b E A, then by 15.3(i) a:=b( 0). Thus cI>(a, b) = 0 H(a, b) £. 0. 
Let a E A and b=h(y) ¢ A. Let c=h(w) be any element satisfying c CIs a 

(in R(h, ~), mod H). By 15.3(ii), there is an h(v) E A such that a:=h(v)( 0) 
and v:=y(0). Since c is closest to a, c:=a(0) and so h(w):=h(v)(0). By 
l(ix), his H-invertible, and so v:=w(0). Thus w:=y(0). Hence cI>(a, b)= 
0 H (w, y) V 0 H (a, c) £. 0. 

Let a ¢ A and b EA. Then cI>(a, b) = cI>(b, a) £. 0. 
Let a=h(x) ¢ A and b=h(y) ¢ A. Then there exist by Lemma 15.3(iii), 
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h(u) E A and h(v) E A with x=u(0), h(u)=h(y)(0), and v=y(0). Since 
h is H-invertible, u=v(0), and so x=y(0). Thus 15.3(iii) implies that 
x=y(0), and so <I>(a, b)s;:;. 0. 

Thus, by Lemma 94.1, H[h] is a closure system. 
Let (0/ 1 i E f) be a family of members of H, and let (01[h] liE f) be an 

m-directed family. Then (0 t liE f) is an m-directed family. Hence 
U (0d iEf)=<I>EH. Since 0 1s;:;.<I> we have that 0 t[h]s;:;.<I>[h], for all 
i E f. Thus U (01[h] liE f) s;:;. <I>[h]. Also <I> s;:;. U (01 1 i E f) s;:;. U (01[h] liE f) 
E C(~[h]) containing <1>, and so <I>[h] s;:;. U (01[h] liE f). Thus U (0 t[h] liE f) 
= <I>[h] E H[h]. Hence H is an m-algebraic closure system. (Note that we 
utilized Lemma 94.2 and the condition that the characteristic of ~ is 
at most m.) 

It is much simpler to prove that K[h] is an m-algebraic closure system. 
Let aEA[h]. For aEA, set [a]=[aMh]. If a¢A, then a=h(x) for a 

unique x; set [a] = [x]K[h]. Clearly, [a] satisfies the conditions of Lemma 
94.1 and so K[h] is a closure system. The m-algebraic property can be 
verified as we did for H[h]. 

Let T=a[h] E G[h], and let us suppose that h(a)T=h(a) for some h(a) ¢ A. 
Since h(a)T=h(aa), we conclude that h(aa)=h(a) and so aa=a. In par­
ticular, aoa=ao. Since ~ is a regular permutation group, it follows that a 
is the identity and so ~[h] also is a regular permutation group. 

We have now established that (i) of Definition 1 holds for <~[h], H[h], 
K[h], G[h], m). 

l(ii). Condition l(ii) trivially holds. 

l(iii). Let a E Aa and a E G. Since l(iii) holds for G and K, we have 
aga E [a]K for any fka. Now let h(a) ¢ A. Then h(a)a[h]=h(aa) E [aMh] = 
[h(a)]K!hl' It follows that l(iii) holds for G[h] and K[h]. 

l(iv). Let a, bE A[h] and let T[h] E G[h]. Let x, y E Aa and a>O. Since 
l(iv) holds for G and H, we have 0 H (x, y) = 0 H(XT, YT). If a, bE A, then 
0 H !hl(a, b)=[<a, b)]= 0 H (a, b)[h] = 0 H (aT, bT)[h] = 0 H !hl(aT[h], bT[h]). If 
a E A and b=h(y) ¢ A, then choose c=h(w) satisfying c CIs a (in R(h, ~), 
mod H). Then CT E R(h, ~) and l(iv) implies that CT CIs aT (in R(h, ~), 
mod H). Thus 0H[hl(a, b) = (0H (a, c) V 0 H (w, y))[h]= (0H (aT, CT) V 

0 H (WT, yT))[h] = 0 H !hl(aT[h], bT[h]). 
If a = h(x) ¢ A and b = h(y) ¢ A, then <I>(a, b) = 0 H(X, y) = 0 H(XT, YT) = 

<I>(aT[h], bT[h]), implying that 0 H !h](a, b)= 0 H !hl(aT[h], bT[h]), completing 
the proof of l(iv). 

ltv). Set E'=E[h]. Let aEA[h] and T=a[h]EG[h], b=aT. Let 0= 
<I>[h] E H[h] and a=aT (<I>[h]). If a E A, then a=aa (<1», hence Es;:;. <I> and 
E's;:;. 0. If a=h(x) ¢ A, then a=h(x) =h(x)a[h] =h(xa)( 0) and so x=xa(<I», 
in particular, xo=xoa (<1». Since G is regular, xo#xoa, implying E s;:;. <I> and 
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Conversely, if 0 = <I>[h] E H[h] and 8' s:: 0, then we have to prove that 
for any a;iau[h] (a E A[h], u[h] E G[h]) the congruence a=au[h](0) holds. 
In case a E A, this holds because 8 s:: <I> thus a=au(<I» while if a 1= A, 
then a=h(x) and we conclude x=xu(<I» and so h(x)=h(xu)=h(x)u[h](0). 

l(vi)_ Let a, bE A[h]; we have to find C E Orb(b) such that c CIs a (in 
Orb(b), mod H[h]). If a, bE A, this is obvious. 

Let a=h(x) 1= A, b EA. By l(x) (and Remark 1) applied to ~, we can 
find a d = h(y) E A such that d CIs b (in R(h, ~), mod H). By Remark 2 to 
Definition 1, there is aTE G such that yT CIs x (in Orb(y), mod H). By 
l(vi) applied to band dT in ~, there is aCE Orb(b) satisfying C CIs dT (in 
Orb(b), mod H). We claim that c CIs a (in Orb(b), mod H[h]). Indeed, let 
u E G, 0 E H, and bu=a (0[h]). By Lemma 15.3, there exists an h(w) E A 
satisfying bu=h(w)(0) and x=w(0). By l(iv), b=h(wu- 1 )(0) and so, 
by the choice of d, b=d(0). Thus h(wu- 1 )=h(y)(0) and by H-inverti­
bility, wu- 1 =y(0). Again by l(iv), w=yu(0) which, together with 
x=w(0), yields x=yu(0), that is, a=h(x) =h(yu) =du(0[h]). By the 
choice of T, a=dT(0). From b=d(0) we also conclude that bT=dT(0), 
hence by the choice of c, C=dT(0). Thus a=dT=c(0[h]), which was to be 
proved. 

Next, let a E A, b=h(x) 1= A. By l(x), we can choose d=h(y) E A such 
that d CIs a (in R(h, ~), mod H). By Remark 2 to Definition 1, we can 
find u E G such that xu CIs y (in Orb(x), mod H). Set c=h(xu); we claim 
that c CIs a (in Orb(b), mod H[h]). Indeed, let e=bT E Orb(b) (T E G), 
o E H, and a=e(0[h]). By Lemma 15.3, there is an h(w) E A satisfying 
a=h(w)(0) and w=XT(0). By the choice of d, we obtain d=a(0). More­
over, e=h(w)=a=d(0[h]), hence by the choice of u, we get c=d(0[h]), 
yielding a=c(0[h]), as desired. 

For a, b 1= A, the statement follows from Remark 2 to Definition 1 and 
formula (iv) in the proof of l(i)_ 

l(vii). This is trivial. 

1 (viii). Any aEA is in some R(f,~)s::R(f,~[h]). All a1=A are in 
R(h, ~[h]). 

l(ix). This statement is trivial for all j E F -{h}. To prove it for h, let 
h(x)=h(y)(0[h]) for some 0 E H. If h(x), h(y) E A, then x=y(0) since 
his H-invertible in ~. If h(x) 1= A or h(y) 1= A, then by the formulas in (ii), 
(iii), and (iv) in the proof of l(i), we obtain <I>(h(x), h(y)) = 0 H (x, y)s:: 0, 
that is, x=y( 0), which was to be proved. 

l(x). Since ~[h]=<A[h]; F), it is sufficient to verify 2(v). Choose 
j, g E F,j;ig. If j;ih and g;ih, then R(f, ~[h]), R(g, ~[h])s::A and the 
statement is immediate since any 0[h] (0 E H) restricted to A is 0. 

Thus we have two cases to consider: j, hand h, j, where j E F and j;i h. 
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First pick abE R(f, 21) such that for any a E R(h, 21) there is aCE Orb (b) 
satisfying C CIs a (in R(f, 21), mod H). This obviously implies that C CIs a 
(in R(j, 21[h]), mod H[h]). 

Now take an a E R(h, 21[h]), a ¢; A. Then a=h(x). Applying l(x) to hand 
f in 21, we find a d=h(w) E A satisfying d CIs b (in R(h, 21), mod H). 
Applying Remark 2 to Definition 1 to x and w, we find au E G such that 
WU CIs x (in Orb(w), mod H). Finally, by the choice of b, there is a 
C E Orb(b) satisfying c CIs du (in R(f, 21), mod H). We claim that this c 
works also for a=h(x), that is, c CIs a (in R(f, 21[h]), mod H[h]). To see 
this, take an arbitrary e E R(f, 21[h]) = R(f, 21) and a 0 E H satisfying 
e =: a( 0[h ]). Then, by Lemma 15.3, there is an h(y) E A satisfying e =: 
h(y)(0) and y=:x(0). By the choice of b, there is a b'=br (r E G) such 
that b' CIs h(y) (in R(f, 21), mod H). In particular, since e=:h(y)(0), we 
have b'=:h(y)(0). So by l(iv), h=:h(yr- 1)(0). By the choice of d, this 
implies that b=:d(0), and sod=h(w)=:b=:h(yr- 1 )(0). By H-invertibility, 
w=:yr- 1(0), and again by l(iv), y=:wr(0). Recall that x=:y(0), thus 
x=:wr(0). By the choice of u, wu=:x(0) and so du=:a(0[h]). Thus b'=: 
h(y)=:h(x)=:h(wu)=du(0[h]) and b'=:du(0), and so, by the choice of c, 
c=:da(0). Therefore, c=:a(0[h]), which was to be proved. 

Secondly, we consider h andf. Applying l(x) to 21 we obtain abE R(h, 21) 
such that for every a E R(f, 21) = R(f, 21[h]) there exists aCE Orb(b) satisfy­
ing c CIs a (in R(h, 21), mod H). We claim that c CIs a (in (R(h,21[h]), 
mod H[h]). To see this, take an h(x) E A[h] and 0 E H satisfying h(x)=: 
a(0[h]). Then, by Lemma 15.3, there exists an h(y) EA such that x=: 
y(0) and h(y)=:a(0). By the choice of c, we obtain c=:a(0) and so 
c=:a(0[h]), which was to be proved. 

This concludes the verification of l(i)-(x) for the expanded quintuple. 
We have also verified 2(v). Thus we also have 2(i). 2(ii) is trivial. 2(iii) and 
(iv) are trivial from Lemma 15.3. This completes the proof of Lemma 1. 

Let us be given for all y<a a CIs-quintuple <21y, H y, K y, Gy , m) with 
the property that whenever y ~ S < a, then <21o, Ho, Ko, Go, m) is a Cls­
expansion of <21 y, H y , K y , G" m). Let 21a be the limit of 21" y<a. For 
o EHo let 0,=[0]Hy and 0 a =U (0 y ly<a); for DEKo, let Dy=rD]Ky 
and Da=U (Dyly<a); for aEGo, let U y be the unique member of Gy 

extending u and let aa be the unique map of Aa extending all U Y' y<a. 
Set Ha={0a 10 E Ho}, Ka={Da IDE K o}, Ga={ua I a E Go}. Then we call 
<21a, H a, K a, Ga, m) the limit of <21y, H" K y, G" m), y<a. 

Lemma 2. Let <21a, H a, K a, Ga, m) be the limit of <21y , H y, K y, Gy , m). 
Then <21a, H a, K a, Ga, m) is a CIs-quintuple and it is a CIs-expansion of 
<~Iy, H y , K y , G" m) for any y<a. 
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Proof. For a, b E Aa find a y < a such that a, b E Ay and define [(a, b)] = 
[0Hy(a, b)]H". This evidently satisfies the hypotheses of Lemma 94.l. 
Since (Ha; r;:;.)~(Ho; r;:;.), it follows that Ha is a closure system. To check 
that it is m-algebraic, let Xr;:;.Ha be m-directed and 0=U X. Let X y= 
{<l>y I <l> E X}, where <l>y is the restriction of <l> to A y. Then Xy is m-directed 
and, since Hy is m-algebraic, 0 y = U Xy E H y. Thus 0 a= U (0 y I y<a) E 
Ha. Obviously, 0 a= 0 and so 0 E Ha. 

We can prove similarly that Ka is an m-algebraic closure system. Ga is 
obviously regular, verifying l(i). The remainder of the conditions of 
Definitions 1 and 2 are trivial to check; they always deal with elements 
that are in some A y, y<a. Only l(ix) deserves one more comment: 
if f(a)=f(b)(0) for 0EHa, then a,bED(f'~a)=U(D(f,~Y)ly<a). 
Hence, again we conclude that a, b E D(f, ~y) for some y < a and we 
proceed in ~y. 

§96. Cis-EXPANSIONS WITH TWO ORBITS 

The following observations on orbits are trivial. (In this lemma-and 
for the rest of the appendix-3 refers to the congruence relation given by 
Definition 95.1(v).) 

Lemma 1. Let (~, H, K, G, m) be a CIs-quintuple and let a, bE Aa for 
some ordinal a>O. 

(i) If a CIs b (in Orb(a), mod H), then b CIs a (in Orb(b), mod H). 
(ii) If a CIs b (in Orb(a), mod H), then, for all a' E Orb(a), 0 H (a', b) = 

0 H (a, b) V 3. 
(iii) If ay=byfor some y<a, then a CIs b (in Orb(a), mod H). 

Now we come to our basic construction which corresponds to the 
construction of~' in §17 without gl' g2' gs. This construction is derived in 
part from those in B. Jonsson [1951] and W. A. Lampe [1972 a]. 

In what follows, let (~, H, K, G, m) be a CIs-quintuple. We choose 
ao,boEA, an ordinal a,O<a<m, a;,biEAa, i=I,2,3, and three (m­
compact) congruence relations, 0 i= 0 H (ai , bi), i=l, 2, 3. We set 0 0 = 
0 H (aO, bo) and 00' =H-Dist(ao, Orb(bo))· 

Take two elements x, y such that {x} x G, {y} x G, and A are pairwise 
disjoint. We set r=(x, 1), s=(y, 1) and for a E G we define ra=(x, a), 
sa=(y, a), and 

A * = A u {ra I a E G} u {sa I a E G}. 

We have already defined the action of G on A * so 

A * = A u Orb(r) U Orb(s). 
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Under the hypotheses of Lemma 2, the definitions that follow define, 
for every 0 E H,an equivalence relation 0* on A*. (Figures 2-6 illustrate 
0*; the dotted areas are congruence classes of 0* that are not congruence 
classes of 0. Since 0* restricted to A is 0, this is the same as the congru­
ence classes of 0* not completely contained in A.) 

(0, [0). Let 0 ~ 0 1 , O2 , 0 a. 
(i) If 0~2, then [x] 0 = [x] 0* for x E A and [x] 0* = {x} for x E A*-A. 

(ii) If 022, then [x]0=[x]0* for x E A and [x]0*=Orb(x) for 
xEA*-A. 

(i) 0;t! E 

/C>--------------" I '. , , 
, r I , , 
\ , 
', ...... ------_ ..... - --,.,;/ 

/'C)'--------------"\ , , 
~ s : , ' , -' 

' ..... _-_ .... _-----_ ...... " 

(ii) 0 ;2 E 

(0,0) 

Fig. 2 
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(0, 1). Let 0201> 0;j2 O2 , 0 3 , 

(i) If 0;j23, then [x]0=[x]0* for xEA-[Orb(ao)]0; for x=aoa 
(a E G), [aoa] 0* = [aoa] 0 u {ra}; for x E Orb(s), [x] 0* = {x}. 

(ii) If 023, then [x]0=[x]0* for x E A -[Orb(ao)]0; [ao]0*= 
[ao]0 U Orb(r); [s]0*=Orb(s). 

(i) 0 * :s 

__ m_u um::u-m-m-(:5) 
"-- ---------- --------------------------"'" 

(ii) 0 ~:s 

(0,1) 

Fig. 3 

(0, 3). Let 0203 , 0;j2 0 1 , O2 , 

/0------------" , ' 
I " I ' , ' , , 

''-.... - ------ -~ .. ,;/ 

Same as (C, 1) interchanging 0 1 with 0 3 , ao with bo, and r with s. 

(0, 1,3). Let 0201> 0 3 , 0;j2 O2 , 

(i) If 0;j23, then [x]0=[x]0* for xEA-[Orb(ao) U Orb(bo)]0; for 
x=aoa (a E G), [x] 0* = [x] 0 U {ra}; for x = boa (a E G), [x] 0* = [x] 0 U {sa}. 

(ii) If 023, then [x]0=[x]0* for xEA-[Orb(ao) U Orb(bo)]0; 
[ao]0*=[ao]0 u Orb(r); [bo]0*=[bo]0 u Orb(s). 
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(i) 0 * E 

(ii) 0;2 E 

/",-- ------------------------"'\ 
, 0 0 0' fa \ \ --;-;-------6 ' 

--~-- --~,---------o, 
.... ---- ........ -_ ...... -_ .. --"'~ 

(C, 1, 3) 

Fig. 4 

(0, 2). Let 0202 , 0 ~ 0 1 , 0 3 , 

(i) If 0~3, then [x]0=[x]0* for all x E A; for a E G, [ra] 0* = {ra, sa}. 
(ii) If 023, then [x]0=[x]0* for all x E A; [r]0*=Orb(r) U Orb(s). 

(0, 1, 2, 3). Let 0201 , O2 , 0 3 , 

(i) If 0 ~3, let [x] 0 = [x] 0* for x E A -[Orb(ao)] 0; fora E G, [aoa] 0* = 
[{aoa, boa}] 0 u {ra, sa}; 

(ii) If 023, let [x]0=[x]0* for xEA-[Orb(ao)]0; [ao]0*=[ao]0 U 

Orb(r) u Orb(s). 

Lemma 2. Let us assume that 
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(i) (9 ~:a: 

(ii) (9;2:a: 

(0,2) 

Fig. 5 

I ... - ... , 

: : t r '~ 
I I I I 
" , , , 
, " 0:5.,:: : , " 

"'--' : , , 
, 5, 
, I 

... _ ... ' 
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Then each 0 E H satisfies exactly one of the hypotheses of (C, 0), (C, 1), 
(C, 3), (C, 1,3), (C,2), (C, 1, 2, 3) and the one condition that applies defines 
an extension 0* of 0. 

Proof. If 0 contains no 0j> i= 1,2,3, 0* defined by (C, 0) is an exten­
sion of 0. If 0 contains exactly one of 01> O2 , and 0 3 , or all of them, 
then (C, 1), (C, 2), (C, 3), and (C, 1,2,3) will define an extension 0* of 0. 
(To see this for (C, 1,2,3) we have to use that 00s 0 1 V O2 V 0 3 , which 
follows from (PI)') 

So let 0 contain exactly two of 01> O2 , 0 3 , By (PI)' the hypothesis of 
(C, 1, 3) is the only possibility, that is 0201> 0 3 and 0 ~ O2 , Since, by 



462 APPENDIX 7. THE INDEPENDENOE PROOF 

,- --------_ .. ------------------.. , 
( I , , 
: 0 0° ~ -----------------... , fa: 
: I , I 

, 

, , 

~ o 
(i) 0 ~:a: 

(ii) 0 ;2 :a: 

_ m_ n_~:nm-m(-:-)~\ 

bo ~)/ 
.... --_ ... -- ....... ------------------ ..... _---_ .... 

(0,1,2,3) 

Fig. 6 

(P2 ), 0 2 s;; 0 1 V 0 0 ' V 0 3 and 0 2 $ 0, we conclude that 0* 0 0', that is, 
a'¢b'(0) for any a' E Orb(ao) and b' E Orb(bo). Thus the 0* blocks de­
scribed in (0, 1,3) are pairwise disjoint and so they define an extension 
0* of 0, completing the proof of Lemma 2. 

Our next task is to show that H*={0* I 0 E H} is an m-algebraic 
closure system. As usual, the crucial step is the proof of existence of the 
~(a, b): 

Lemma 3. Let us assume (PI) and (P 2). For all a, b E A * we define an 
m-compact ~(a, b) = ~(b, a) E H by the following rules: 

(i) if a, b E A, ~(a, b)= 0 H(a, b); 
(ii) if a E A, b=ra (a E G), then ~(a, b)= 0 H (a, aoa) V 0 1; 
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(iii) if a EA, b=sa (a E G), then <I>(a, b)= 0 H (a, boa) V 0 3 ; 

(iv) if a=ra, b=r7' (a, 7' E G), then <I>(a, b)=w for a=7' and <I>(a, b)= 
Efor a:;af7'; 

(v) if a=ra, b=s7' (a, 7' E G), then <I>(a, b)= O2 jor a=7' and <I>(a, b)= 
0 2 vEfor a:;af7'. 

Then,jor 0 E H, a::b(0*) iff <I>(a, b)S 0. 

Proof. Firstly, observe that <I>(a, b), as defined in (i)-(v), is indeed an 
m-compact member of H. 

Now let 0 E Hand <I>(a, b)s 0. Then we conclude a::b(0*): in case 
(i), by Lemma 2; in case (ii), (0, 1), or (0, 1,3), or (0, 1,2,3) apply and 
each one gives aoa::ra(0*) and so, using 0 H (a, aoa)S 0, we obtain 
a:: aoa:: ra( 0*); in case (iii), we proceed similarly; in case (iv), we can 
assume a:;af 7', and observe that ra:: r7'( 0*) whenever 028, regardless of 
which (0, ) condition applies; in case (v), (0, 2) or (0, 1, 2, 3) apply and 
in either case a::b(0*). 

Finally, let 0 EH and a::b(0*). We take the five cases separately. 

(i) Then <I>(a, b) S 0 follows from Lemma 2. 
(ii) ra is congruent to some element of A modulo 0* iff (0, 1), (0, 1,3), 

or (0, 1, 2, 3) applies, that is, iff 0 1 S 0. If 0 1 S 0, then in all three cases, 
aoa E [ra] 0*, hence a::aoa( 0), implying that <I>(a, b) S 0. 

(iii) Proceed as under (ii). 
(iv) We can assume that a:;af 7'. Under any (0, ) condition, ra::r7'( 0*) 

iff 028, hence ra::r7'(0*) implies that 02<1>(a, b). 
(v) [ra] 0* n Orb(s):;af 0 iff (0, 2) or (0, 1, 2, 3) applies, that is, iff 

0202 • If a= 7', then <I>(a, b)= 0 2 s 0, as required. If a:;af 7', then both in 
(0,2) and (0, 1,2,3) only in subcase (ii) do we have ra::s7'( 0*), thus we 
must have 02E. Therefore, 02 O2 V 8 = <I>(a, b). This completes the 
proof of Lemma 3. 

Lemma 4. H* is an m-algebraic closure system. 

Proof. By the definition of 0 and by Lemma 2, 0 ---l- 0* is an iso­
morphism between <H; s) and <H*; s) and so <H*; S) is a complete 
lattice. For a, bEA, set [<a, b)]=(<I>(a, b»*. Then, by Lemma 3, [<a, b)] 
satisfies 94.1(i) and 94.1(ii) and so H* is a closure systein. 

To show that H* is m-algebraic, let X sH* be m-directed. Set Y = 
{01 0 E Hand 0* E X*}. Then Y is m-directed, hence 0 = U Y E H. We 
claim that 0* = U X. Indeed, if a::b(U X), then a::b(<I>*) for some 
<1>* E X and so <I>(a, b)s <l>s 0. Thus a::b(0*). Conversely, let a::b(0*). 
Then <I>(a, b)S 0=U Y = V Y. Since <I>(a, b) is m-compact, there exists a 
Y 1 s; Y such that <I>(a, b) ~ V Y 1 and I Y 11 < m. But Y is m-directed, hence 
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there exists a <I> E Y such that 'P's <I> for all 'P' E Y l' Thus <1>( a, b) ~ V Y 1 ~ 
<I> E Y and so a::b(<I>*), implying that a::b(U X), since <1>* EX. 

This verifies the claim. The claim implies that U X E H*, proving that 
H* is m-algebraic. 

For every DEK we define a D*sA* as follows (the motivation for 
this definition should be clear from §17 of Chapter 2 or from the definition 
of Qt** given below): 

{
D' 

D* = D u Orb(r), 
D u Orb(s), 
D u Orb(s) u Orb(r), 

ifb1 , b2 1= Da; 
ifbl E Da, b2 1= Da; 
ifbl 1= Da, b2 E Da; 
ifb!> b2 E Da. 

Lemma 5. For D E K, D* is an extension of D and K* = {D* IDE K} 
is an m-algebraic closure system. 

Proof. We claim that for XSK, 

(n X)* = n X*, 

where X*={D* IDE X}. Indeed, n X sD for all DE X, hence (n X)*S 
D* and so (n X)* s nX*. Now let a En X*. If a E A, then a En X 
and so a E (n X)*; so let a 1= A, say a=ra, a E G (a=sa can be handled 
similarly). Observe that a E D* for DE H iff [b1]K s D. Thus a En X* 
iff [b1]K s D for all D E K, which in turn is equivalent to [b1]K s n X; from 
this we conclude that a E (n X)*. This proves the claim. This claim 
obviously implies that K* is a closure system. 

To prove that K* is m-algebraic, take an m-directed XSK*; we have 
to show that U X E K*. Define Y ={D I D* E X}. Then Y is m-directed 
and so U Y E K . Now (U Y) * = U X can be verified using the argument 
of Lemma 4 since [b1]K and [b2]K are m-compact. This completes the proof 
of Lemma 5. 

Let Qt*=<A*; F*) be defined as follows: F*=F U {g" gs}; Qt is a sub­
algebra of Qt* and D(j, Qt) = D(j, Qt*) for all f E F; D(g" Qt*) = Orb(r) and 
gr(x) =X for x E Orb(r); D(gs' Qt*) = Orb(s) and gs(x) = x for x E Orb(s). Let 
G* be the action of G on A *, that is, G* = {a* I a E G} and aa* = aa for 
a E A and (rr)a*=r(ra), (sr)a*=s(ra). 

Lemma 6. If the congruences satisfy conditions (PI) and (P2 ) of Lemma 2, 
then <Qt*, H*, K*, G*, m) is a CIs-expansion of <Qt, H, K, G, m). 

Proof. We verify that <Qt*, H*, K*, G*, m) satisfies 95.1(i)-95.1(x). In 
view of the definition of gr and gs> evidently, H* sC(Qt*) and K* S 9"(Qt*). 
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Thus, by Lemmas 4 and 5, 95.1(i) is satisfied. 95.1(ii) is trivial. 95.1(iii) is 
evident for a E A, while D n (A*-A)=0 or Orb(r) or Orb(r) U Orb(s) 
for all DE K*, so 95.1(iii) holds. 

To verify 95.1(iv), take a, bE A* and g* E G*. Observe that if a and b 
are situated as described by 3(i)-3(v), then ag* and bg* belong to the same 
classification. Hence, listed according to 3(i)-3(v), 

(i) <IJ(a, b)= 0 H (a, b) and <IJ(ag*, bg*) = 0 H (ag*, bg*); 

(ii) <IJ(a, b)= 0 H (a, aou) V 0 1 and <IJ(ag*, bg*)= 0 H (ag*, aoug*) V 0 1 ; 

(iii) <IJ(a, b)= 0 H (a, bou) V 0 3 and <IJ(ag*, bg*)= 0 H (ag*, boug*) V 0 1 ; 

(iv) if u= T, then <IJ(a, b) =w and <I>(ag*, bg*) =w; if u# T, then <I>(a, b) = 
E and <IJ(ag*, bg*) = E, since G* is regular; 

(v) if U=T, then <IJ(a,b)=02 and <IJ(ag*,bg*)=02 ; if U#T, then 
<I>(a, b)= O2 V E and <IJ(ag*, bg*)= O2 V E. 

Since 95.1(iv) holds for <~, H, K, G, m), <IJ(a, b) = <IJ(ag*, bg*) for all 
a,bEA and g*EG,hence 

0 H .(a, b) = (<IJ(a, b))* = (<IJ(ag*, bg*))* = 0 H .(ag*, bg*), 

verifying 95.1(iv). 
95.1(v) is obvious with E*. 
To verify 95.1(vi) take a, b E A. If a, b E A, take c E Orb(b) satisfying 

c CIs a (in Orb(b), mod H). Obviously, c CIs a (in Orb(b), mod H*). 
Let a E A, b ¢: A, say b=ru, u E G (b=su can be handled similarly). 

There is aTE G satisfying aoT CIs a (in Orb(ao), mod H). We claim that 
rT CIs a (in Orb(r), mod H*). Indeed, for any g E G, <IJ(a, rg) = 0 H (a, aog) V 

0 1 and aoT=a( 0 H (a, aog)). Hence 0H'(rT, a) = (<IJ(rT, a))* = (0H (a, aoT) V 

0 1)* ~ (0H (a, aog) V 0 1)*= (<IJ(rg, a))*= 0H'(rg, a). 
Let a ¢: A, bE A, say a=ru, u E G. Then there exists aCE Orb(b), such 

that c CIs aou (in Orb(b), mod H). We claim that c CIs ru (in Orb(b), 
mod H*). Indeed, if c' E Orb(b), then 0H'(c', ru)=(<IJ(c', ru))*= 

(0H (c', aou) V 0 1)* ~ (since 0 H (c', aou) ~ 0 H (c, aou)) ~ (0H (c, aou) V 0 1 )* = 
(<I>(c, ru))*= 0 H .(c, ru). 

Let a, b ¢: A. If a=rT, b=ru (T, u E G), then we can choose c=a. So let 
a=rT and b=su. Then ST CIs a (in Orb(b), mod H*), since 0 H .(ST, rT)= 
O2 and, for any g#T, 0 H .(sg, rT)=(02 vE)*~ 0H'(ST, rT). This concludes 
the proof of 95.1(vi). 

95.1(vii)-95.I(ix) are trivial. 
95.1(x) (and 95.2(v)) is clear for j, Y E F since R(j, ~*), R(y, ~*) s;A. 
Let! E F and y ¢: F, say g=Yr (Y=Ys can be handled similarly). There is 

abE R(j, ~) satisfying b CIs ao (in R(j, ~), mod H). Take an a E R(y" ~*), 
that is, a=ru for some u E G. Then we claim that c=bu CIs a (in R(j, ~*), 
mod H*). Indeed, let d E R(j, ~*) = R(j, ~), then 
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0 w (d, a) = (<I>(d, a))* = (0H (d, aoa) V 0 1)* = (by 95.1(iv)) 
= (0H (da- 1,ao)v01)* G; (sinceda- 1 ER(j,2()) 
G; (0H (b, ao) V 0 1)* = (by 95.1(iv)) = (0H (ba, aoa) V 0 1)* 
= (<I>(c, a))* = 0 H .(c, a). 

Let 1 f/= F. Then R(j, 2(*) is one orbit and so 95.1(x) follows from 95.1(vi) 
applied to that orbit. 

This completes the proof of 95.1(i)-95.1(x) and, therefore, that of95.2(i). 
95.2(ii)-95.2(iv) hold by the definition of H*, K*, and G*, while 95.2(v) 
has been verified while proving 95.1(x). 

To proceed to the analogue of the 2(' construction of §17 with the 
partial operations gl' g2' g3' we have to impose some more stringent condi­
tions on 01> O2 , 0 3, 

Now set A**=A*, F**=F U {/1,/2,/3}' 2(**=<A**; F**). Define 

D(jl' 2(**) = Orb(al) U Orb(bl), i = 1,2,3, 
11(ala) = aoa, 11(b1a) = ra, 
12(a2a) = ra, 12(b2a) = 8a, 
13(a3a) = 8a, 13(b3a) = boa, for a E G. 

We define H**=H*, K**=K*, G**=G*. 

Lemma 7. Let U8 a88Ume that 

(i) 0 0 ~ 0 1 = O2 = 0 3; 
(ii) Orb(flt) # Orb(bl) , i=l, 2, 3; 
(iii) aj CIs bl (in Orb(flt), mod H), i = 1,2, 3; 
(iv) ao E [a1JK' [b1JK=[a2JK' [b2JK=[a3JK' bo E [b3JK' 

Then <2(**, H**, K**, G**, m) i8 a Cls-expanBion 01 <2(, H, K, G, m). 

Remark. We shall see in the proof of Theorem 93.1 that 7(ii)-7(iv) are 
easily satisfied by a judicious choice of the ai' bl representing the 0 1, 

Proof. First observe that 7(ii) implies that/1,/2' and/3 are well-defined 
partial operations. Now let 0 E H; we claim that 0*= 0** is a congru­
ence relation of 2(**. 

7(i) implies conditions (PI) and (P2 ) of Lemma 96.2, hence 0*= 0** is 
well-defined and Lemmas 2-4 apply. It is sufficient to prove the 
Substitution Property for 11,/2,13; so let x, y E D(jt, 2(**) and x=y(0). 
If x=aja, y=bjT (or symmetrically) for some a, T E G, then flta=bIT(0) 
which implies by 7(iii) (see Lemma 1) that al=bl(0), that is, 0 1£ 0. 
If a=T, this implies that/l(x)=/j(y)(0*). If a#T then we conclude that 
ala=atT(0), hence by 95.1(v), E£ 0 and again we obtain/l(x)=/I(y)(0*). 
If x=aja and y=alT for a, T E G, then we canassumea#T, implying that 
E £0 and so II(ala) =/1(fltT)( 0**). 
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For DEK let D**=D*. We claim that D** is a subalgebra of m**. 
Indeed, if x E (D**)a and x E D(j1' m**), then x=a1oo or x=b1oo for some 
a E G. Then a1 E Da or b1 E Da. If a1 E Da, then, by 7(iv), ao E [a1]Ks;D, 
and so f1(X) =aooo E D**; if b1 E Da, then Orb(r) S; D** by the definition of 
D*=D** hence f1(x)=roo E D**. The proof for f3 is the same, while for 
f2 we have to utilize that [b1]K = [a2]K and [b2]K = [a3]K to obtain the result. 

Observe, that we have proved that, in fact, D** is the subalgebra of 
m** generated by D. 

Thus m** is a partial algebra, H** s;O(m**), K** S; 9'(m**); G** S; 

G(m**) follows from G* S; G(m*) and from the definitions of fll f2' f3. Now 
we shall verify 95.1(i)-95.1(x) for <'ll**, H**, K**, G**, m). 

95.1(i). m** is of characteristic ;£m since so is m and a<m. H**=H* 
is an m-algebraic closure system by Lemma 6 and K**=K* is an 
m-algebraic closure system by Lemma 5. 

95.1(ii) is trivial. 
95.1(iii), (iv), (v), and (vi) hold by Lemma 6 since A**=A*, H**= 

H*, G**=G*. 
95.1(vii) and (viii) are obvious. 
95.1(ix). Each f E F is H-invertible so they are H**-invertible. To 

show that each f1 is H**-invertible let f1(X) =f1(Y)( 0**), f1(X) =/= f1(Y), and 
o E H. Iff1(x),f1(Y) E Orb(ao) or Orb(r), then S S; 0 and therefore x=Y( 0). 
Iff1(x) = aooo,f2(Y) =rT, a, T E G (or symmetrically), then <fJ(j1 (X),f1(Y)) S. 0. 
Now if oo=r, then <fJ(j1(X),f1(Y))= 0 1, hence a1=b1(0) and, by 95.1(iv), 
x=a1oo=b1oo=y(0). Finally, let oo=/=r. Then <fJ(j1(x), f1(Y)) = 0 1 V Sand 
so x=a1a=b1r=y(0). The proofs for f2 and f3 are the same, mutatis 
mutandis. 

95.1(x). This is known to be true by Lemma 6 for f, g E F. Let 
f E F and g = fl. Then choose b E R(j, 'll) satisfying b CIs ao (in R(j, m), 
mod H). Pick an a E R(jll m**)=Orb(ao) U Orb(r). Then a=aooo or a=roo 
for some a E G. We define c=ba. If a=aoa, then obviously 0H"(c, a)= 
0 H •• (b, ao) and so c CIs a (in R(j, m**), mod H**). If a=ra, then (by 
Lemma 3) 

and, for any dE R(f, m), 

0H'.(a, d) = (0H (d, aoa) V 0 1)**, 

and so c CIs a (in R(j, 'll**), mod H**). 
Let f E F and g= f2. We choose again bE R(f, 'll) to satisfy b CIs ao (in 

R(f' m), mod H) and take an a E R(f2' m**) = Orb(r) U Orb(s). Then a = roo 
or a=Sa and define c=ba. If a=ra we proceed as in the previous para­
graph. If a=sa and d E R(f, m), then (by Lemma 3) 
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8 w '(c, a) = (8H (c, boO") V 8 3)** 

and 

8 H •• (cl, a) = (8H (cl, boO") V 8 3 )**, 

By 7(i), 80~ 8 3 , hence ao:=bo(8 H .. (cl, a)) and so 

cl := boO" := aoO"( 8 w '(cl, a)). 

Since b CIs ao (in R(f, 21), mod H), by 95.1(iv), c=bO" Cis aoO" (in R(f,21), 
mod H), hence the last congruence implies that c:=aOO"(8H .. (cl, a)) and 
so c:=boO"(8w '(cl, a)). This implies that 

8 H •• (cl, a) ~ 8 H .. (c, a), 

that is, c CIs a (in R(f, 21**), mod H**). 
f E F and g = f3 can be handled just like g = fl' 
Now letf=fl and g E F. Then we choose b=ao' For a E R(g, 21) there is 

by 95.1(vi), aCE Orb(ao) such that c CIs a (in Orb(ao), mod H). Let 
cl E R(fl' 21**)=Orb(ao) U Orb(r). Then cl=aoO" or cl=ra, 0" E G. If cl=aoO", 
then 8 H .. (cl, a) = (8H (cl, a))** ~ (8H (c, a))** = 8 w '(c, a) by the choice of c. 
If cl=rO", then, by Lemma 3, 

8n-'(cl, a) = (8H (a, aoa) V 8 1)** ~ (8H (c, a) V 8 1)** ~ 8 w '(c, a), 

hence c CIs a (in R(fl' 21**), mod H**). 
Letf=f2 and g E F. We can pick any element of R(j, 21**) as b; let us 

choose, say, b=r. Let a E R(g, 21). By 95.1(vi), there is a 0" E G such that 
aoO" CIs a (in Orb(ao), mod H). Set c=bO". Then 

8 w .(a,c) = (8H(a, aoO") V 8 1)**, 

Letcl E R(f2' 21**)=Orb(r) U Orb(8), that is cl=rT orcl=8Tfor some T E G. 
If cl=rT, then 

8 H .. (cl, a) = (8 H(a, aoT) V 8 1)** ~ 8 w .(a, c) 

by the choice of c. If a=8T, then, by Lemma 3, 

8 H •• (a,cl) = (8H (a, bOT) V 8 3)**, 

By 7(i), 8 0 ~ 8 1 = 8 3 ~ 8 H .. (a, a), hence 

a := bOT := aoT( 8 H .. (a, cl)) 

and so, by the choice of aoO", 

a := aOO"(8H •• (a, a)). 

This implies that 8 w .(a, a) ~ 8 H(a, aoa), 81> and therefore 

8 H .. (a, cl) ~ 8 H .. (a, c), 
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proving that c CIs a (in R(f2' ~**), mod H**). 
1= la and g E F can be handled just asl = Iv g E F. 
So finally, let I, g E {l1' 12' la}· Since RU1, ~**) n RU2, ~**) -=I- 0 and 

R(f2' ~**) n R(fa, ~**) -=I- 0, for 11,12 and 12' la, b can always be chosen 
as any element in the intersection. Weare left with f =11 and g = fa or 
I=fa and g=f1. The two cases are symmetric so it is sufficient to consider 
1=/1 and g=/a. Then we define b=ao· Let a E R(fa, ~**)=Orb(bo) U 

Orb(s); then a=boa or a=sa, for some a E G. We define c=ba=aoa. Let 
dE RUv ~**); then d=aoT or rT for some T E G. We have to verify that 
0 w .(d, a) ~ 0 w '(c, a). 

Case 1. a=boa and d=aoT. If a=T, then c=d so we have nothing to 
prove. If a-=l- T, then 

0 w .(d, a) = (0 H(aOa, boa) V 3)** ~ (0H(aOa, boa))** = 0 w '(c, a). 

Case 2. a=boa and d=rT. Then 0 w .(d, a)=(01 V 0 H(aoT, a))**~ (by 
Case 1) ~ 0 w '(c, a). 

Case 3. a=Sa and d=aoT. Then 0 w .(d, a)=(0H(d, boa) V 03)**~ 

(since 0 0 ;:;; 0 3 and so ao:=bo(03) and aoa:=boa(03))~(0H(aOa, boa) V 

0 a)**= 0 w '(c, a). 
Case 4. a=Sa and d=rT. Then 

since O2= 0 3 and 02~ 0 0 and so, by 95.1(iv), aoa:=boa(02). 

This completes the proof of 95.1(x). 95.2(i)-95.2(v) require no further 
proof. Thus the proof of Lemma 7 is complete. 

§97. THREE MORE CONSTRUCTIONS 

The following two extension theorems for m-algebraic closure systems 
will be needed. The first result is trivial while the second can be proved 
just as Lemma 96.4 is proved. 

Lemma 1. (i) Let C be an m-algebraic closure system on the set A. Then 
{X x B I X E C} is an algebraic closure system on A x B. 

(ii) Let C be an m-algebraic closure system of equivalence relations on the 
set A and let Z E C be m-compact. Then 

is an m-algebraic closure system on A x B. 



470 APPENDIX 7. THE INDEPENDENOE PROOF 

Now let <2l, H, K, G, m) be a CIs-quintuple. Let ao=bo(0 H (a, h)), where 
ao, bo E A, aoi'bo, a, hE A" and O<a<m. 

Let c be the concatenation of <ao, bo), a, and h and let d be the con­
catenation of <ao, bo), h, and a and let f3 be the ordinaI2+a+a. 

Lemma 2. c, dE All, O<f3<m, 0 H (a, h)= 0 H (c, d), and 

ao, bo E [C]K = [d]K' 
Orb(c) i' Orb(d), 
c CIs d (in Orb (c), mod H). 

Proof. All but the last two statements are evident. The last statement 
follows from Lemma 96.1(iii). If Orb(c)=Orb(d), then d=ca for some 
a E G. Then coa=do, that is, aoa=ao, and so a is the identity of G since G 
is regular. But then we obtain c=d and a=h, contradicting aoi'bo. 

Let <2l, H, K, G, m) be a CIs-quintuple, 2l=<A; F), let F' be a family 
of partial operations, and let 2l' = <2l; F u F') satisfy the following 
conditions: 

H S; C(2l'), K S; 9'(2l'), G S; G(2l'), 

the arity of eachf E F' is < m, and for allf E F' there is an e E A such that 
R(j, 2l')= Orb(e), and any fE F' is H-invertible. 

Lemma 3. <2l', H, K, G, m) is a CIs-expansion of <2l, H, K, G, m). 

Proof. Only 95.1(x) needs verification. Let f, g E F u F'. If f, g E F, 
the statement is trivial. LetfE F and g E F', R(g, 2l')=Orb(e). Let bE A 
satisfy b CIs e (in R(j, 2l), mod H). Then for every a E R(g, 2l), a=ea for 
some a E G, hence c=ba CIs a (in R(j, 2l), mod H). Let f rf: F, R(j, 2l') = 
Orb(e), g E F. Then we choose b=e and the rest follows from 95.1(vi). The 
casef, g E F' also follows from 95.1(vi). 

We need two more types of expansions for the proof; one that will fix 
up the subalgebra system, and one that will adjust the automorphisms. 
First, we handle the subalgebras. 

Let <2l, H, K, G, m) be a CIs-quintuple, 2l=<A; F). For every ordinal 
a, 0 < a < m, every a E A ", and a E [a ]K, define an a-ary partial operation 
fa. a by 

D(ja. a' 2lS) = Orb(a) 

and for a E G, let 

fa.a(aa) = aa. 

Let F. be the set of all such partial operations and let 2ls =<A; F u F.). 
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Lemma 4. <~8, H, K, G, m) is a CIs-expansion of <~, H, K, G, m) and 
9"(~·)=K. 

Proof. Let 0 EH, f=fa, a be a-ary, x, yE D(f, ~8), x#y, and x=y(0). 
Then x, y E Orb(a) and so X=yCl for some Cl E G. Since a is not the identity 
of G, Xy#yyCl for all y< a. Thus x=y( 0) iff 0 2E, which in turn is equiva­
lent to f(x) =f(y)( 0), since f(x) and f(y) are two distinct elements in 
Orb(a). This proves that H S;0(~8) and the H-invertibility of all f E F., 
that is, 95.I(ix). Condition 95.I(x) follows from Lemma 3. All the other 
conditions are trivial. 

Now by the definition of fa, a' K S; 9"(~'). Conversely, let D E 9"(~8) and 
aE[D]K' Since K is m-algebraic, there is an aEDa, a<m, such that 
a E [a]K' Since a=fa,a(a), we conclude that a E D, thus [D]K=D, and 
DEK. 

Now we tackle the automorphisms. Let <~, H, K, G, m) be a CIs­
quintuple, ~=<A; F). For every pair <b, c) of A we introduce a partial 
operation gb, c by 

D(gb,c, ~a) = Orb«b, c»). 

and for <x, y) E D(gb. C' ~I), gb. c(x, y) = x. Let F' be the set of all the gb. c 

and let ~=<A; F U F ' ). 

Lemma 5. <~a, H, K, G, m) is a CIs-expansion of <~, H, K, G, m) ani/, 
G(~a)=G. 

Proof. Again, by Lemma 3, to prove that we obtained a CIs-expansion 
it is sufficient to verify that gb, c is H -invertible. Indeed, if gb. c(xo, Yo) = 
gb.C(Xl , Yl)(0) for some <xc, Yo), <Xl> Yl) E D(gb.C' ~a) and 0 E H, then 
xo=xl(0). Now if XO=Xl' then also YO=Yl and so YO=Yl(0). If XO#Xl' 
then Xl =XOCl where Cl E G and Cl is not the identity of G. Thus by 95.I(v), 
and the regularity of G, xo=xl(0) implies that Es; 0. By the definition of 
D(gb,e' ~a), Yl =YoCl, therefore YO=Yl(0). 

Obviously, Gs;G(~a). Conversely, let a E G(~a). For any b, C E A, 
<b, c) E D(gb.c, ~a)={<bCl, CCl) I Cl E G}, hence for any automorphism a, 
<b, c)a E D(ga,b' ~a). Thus <b, c)a=<b, C)T for some T E G, that is, ba=bT 
and Ca = CT. This T does not depend on band C since ba = bT uniquely 
determines T by the regularity of G, hence Ca=CT for all C E A, that is, 
a=T. 

§98. PROOF OF THE MAIN THEOREM 

Now we present the initial construction for the proof of Theorem 93.1. 
We are given an infinite regular cardinal m, m-algebraic lattices ~c and ~a 



472 APPENDIX 7. THE INDEPENDENOE PROOF 

with more than one element, and a group (;. Let 0 0 and 0 .. be the set of 
m-compact elements of 20 and 2 .. , respectively; ~0=<00; v) and ~ .. = 
(0 .. ; v) are the join semilattice on 0 0 and 0 .. , respectively. We set 0 .. ' = 
0 .. -{O}, where 0 is the zero of ~ ... Since IL .. I > 1,0 .. '"# {25. 

We form the set B=O .. ' x 0 0 x G. 
For an m-ideal I of 0 .. , we define a subset of B: 

Dr = (1-{O})xOoxG 

and set 

K = {Dr I lis an m-ideal ofO .. }. 

Fix an arbitrary Z E 0 0, z"#O. For any m-ideal J of 0 0 we define the 
equivalence relation 0 1 on B. Let xj=<aj, bj , at) E B, i = 0,1. If z ¢J, 
let xo:=xl(0/) iff <ao, ao)=(al , al) and bo, bl EJ or XO=Xl; if z El, let 
xo:=xl(0/) iff bo, bl EJ or bo=bl . Set 

H = {0/IJisam-idealofOo}. 

For T E G, define the map P.: B ~ B, by 

(a, b, a)p, = (a, b, aT) 

and G' ={p, I T E G}, {;' =(G'; 0). 
Finally, we define 'i8=(B; {id}) where id is the identity function on B. 

Lemma 1. (m, H, K, G', m) is a Cis-quintuple and (H; s)~20' 
(K; s)~2 .. , (;'~{;. 

Proof. Hand K are m-algebraic closure systems by Lemma 97.1. 
G' is regular by definition. The isomorphisms of the lattices and of the 
groups are trivial, proving 95.1(i) and the isomorphisms. 95.1(ii) holds 
because we deleted 0 from 0 0 and 0(o]=w. 95.1(iii) is clear. 

Let Xt = <at, bt , at), i=O, 1. We describe 0 H (xO, Xl); 

ifbo "# bl and Xo = Xl' 
if bo "# bl and <ao, ao) = <a, al)' 
if bo "# bl and (ao, ao) "# <at> al)' 
ifbo = b1 • 

The hypotheses are invariant under Pt, T E G, hence 95.1(iv). Clearly, 
E= 0(2] in 95.1(v). Again, from the formulas giving 0 H (xO, Xl), it is 
clear that <ao, bo, al) is closest to Xl in the orbit of xo, verifying 95.1(vi). 
95.1(vii)- 95.1(x) are trivial. 

We construct the algebra ~ of Theorem 93.1 as a limit of algebras 
~Y' y<m. We now describe the construction of the ~Y. 
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We set (~o, Ho, K o, Go, m)=(!08, H, K, G', m) as given by Lemma 1. 
Now let 8<m and let us assume that (~y, H y, K y, Gy, m) has been con­
structed for all y< 8 satisfying the following properties: 

(C1 ) For y< 8, ~y=(Ay; Fy) is an algebra. 
(C2 ) For {.J<y< 8, (~y, H y, K y, Gy, m) is a CIs-expansion of (~Il' H Il , K Il , 

GIl,m). 
(C3 ) For {.J<y< 8, and a E All' D<:;;AIl , if a E [D]Kp' then a is in the 

subalgebra of ~y generated by D. 
(C4 ) For {.J<y< 8, a, bEAll' X <:;;AIl x All' if a=b ([X]H), then a=b(0), 

where 0 is the congruence relation of ~y generated by X. 
(C5 ) For {.J<y< 8 and a<m, let ao, bo E All' ai' bl E (All)", i=l, 2, 3,0;= 

0 Hp(af> bl), 0 0 = 0 Hp(aO, bo), and 0 0'=Hn-Dist(ao, Orb(bo)); if 0 0 ', 0 0 , 

01> O2 , 0 3 satisfy conditions (P1) and (P2 ) of Lemma 96.2, then there 
exist r, s E Ay satisfying aO=r([01]H.), r=s([02]Hy)' s=bo([03 ]H). 

(C6 ) For {.J < y < 8 and a < m, let ao, bo E All' ai' bl E (An)", i = 1, 2, 3, 0 0 = 
0 Hp(aO' bo), 0 1 = 0 Hp (a;, bl), i= 1,2,3, satisfy the hypotheses of Lemma 
96.7 (with H=HIl and K=KIl ); then there exist 11,/2,/3 E Fy satisfying 
ao = 11(a1), 11(b1) = 12(a2), 12(b2 ) = 13(a3)' 13(b3) =bo· 

Let (~/, H/, K/, Go', m) be the limit of the (~y, H y, K y, Gy, m), y< 8, 
and we set «(~o')8,a, Ho', Ko', Go', m)=(<ro, H 6,o, K 6,o, G6,o, m), where 
<to = (00 ; Go)· 

Now let 8 < cp be ordinals and let 

{(aO,y, bo,y, a1,y, b1,y, a2,y, b2 ,y, a3,y, b3,y) I 0 < y < cp} 

be the set of all sequences of elements of Ao' satisfying conditions (i)-(iv) 
of Lemma 96.7 for 0<y<8 and conditions (P1 ) and (P2 ) for 8~y<Cp with 
0,= 0 H6 ,(a;, bj), i= 1, 2, 3, 0 0 = 0 H6,(aO, bo), and 0 0 ' =Ho' -Dist(ao, 

Orb(bo)). For 0<y<8, we define (<ty, H 6,y, KIJ,y, G6,y, m) as the limit 
(<ty', H~,y, K~,y, G~,y, m) of (<tx' H 6,x' K 6,x' G6,x, m), X<y,' on which we 
perform the **-construction if 0 < y < 8, and the *-construction if 8 ~ Y 

with respect to (ao, Y' bo, Y' •• " b3 , y); let (<ty, H 6, y K 6, Y' G6, y' m) be the 
resulting CIs-expansion. 

Finally, we obtain <<tq>' H 6 , q>' K 6, q>' G6, q>' m) as the limit of <<ty, H 6, y' 
K 6 ,y, G6 ,y, m), y<cp, and by m repeated applications of the ~[F] expan­
sions we get <Fr(<tq», Fr H 6,q>' Fr K{J,q>' Fr G{J,q>' m)=<~6' H 6, K 6, G6 , m). 

(C1 ) is obvious. (C2 ) follows from Lemma 95.2. Since we performed the 
construction of Lemma 97.3, this lemma implies (C3 ). (C5 ) and (C6 ) follow 
from the construction and (C4 ) follows from (C6 ) in view of Lemma 97.2. 

Now let 2l be the limit of the ~Y' y < m. 

Theorem 1. ~ is an algebra 01 characteristic m, <~, <t(~), 9'(~), ~(~), m) 
is a CIs-quintuple. <t(~) ~ ~c, 9'(~) ~ ~a, ~(~) ~~, and <t(~) is a sublattice 01 
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Part A, in fact, <.r(21) has type-3 joins. If a, b E A, 0, <I> E 0(21), a=b( 0 V <1», 
<1>£ 0 V 0(a, b), and a CIs b (in Orb(a), mod 0(21)), then there exist r, sEA 
satisfying a=r(0), r=s(<I», s=b(0). In particular, if ~o is modular and 
IGI = 1, then <.r(21) has type-2 joins. 

Remark. This is a slightly stronger version of the Theorem 93.1, in par­
ticular, we formulate how close 21 is to being of type-2. 

Proof. Since the a-construction was applied at least once (once would 
have been enough), ®(21)~® is clear. All the other statements but two are 
trivial from (C1 )-(C6 ). One exception is the last one which follows from 
the construction. The other exception is the claim that [(21) has type-3 
joins which we proceed to prove. 

Let ao =bo( 0 V <1», where ao, bo E A, 0, <I> E 0(21). Choose m-compact 
0';;;:; 0 and <1>';;;:; <I> such that a = b( 0' V <1>'). Then there exist m-compact 
ideals J o and J 1 of 0 0 (of the initial construction) such that 0' and <1>' 
restricted to B is 0 10 and 0 lt , respectively. SinceJo andJ1 are m-compact, 
they can be generated by < m elements; letJo= (X],J1 = (Y], lXI, I YI <m. 
We can assume that IXI = I YI and let a, b be well-orderings of the same 
type of X and Y, respectively. Let 0 denote a sequence of the same type 
all of whose components are the 0 of 0 0 • Then 0' = 0(a, 0), <1>' = 0(b, 0), 
and 0' V <1>' = 0(a, h). By applying Lemma 97.2, we can find sequences 
a' and b' and a sequence of O-s, 0', such that 

0' = 0(a', 0'), <1>' = 0(b', 0'), 0' V <1>' = 0(a', b'), 

ao, bo; a', b'; h', a'; a', h' and 0 1 = O2 = 0 a= 0' V <1>' satisfy conditions 
(i)-(iv) of Lemma 96.7. Thus by (C6 ), 21 has operations f1> f2' fa satisfying 
ao= f1(a'), f1(b') = f2(b'), f2(a') = fa(a'), fa(b') =bo. Then 

ao = f1(a') =f1(0')( 0'), 
f1(0') = f1(b') = f2(b') = f2(0')(<I>'), 
f2(0') = f2(a') = fa(a') = fa(O')( 0'), 
fa(O') = fa(b') = bo(<I>'), 

obtaining the type-3 joins with the sequence aO'!1 (0'), f2(0'), fa(O'), boo 
This completes the proof of Theorem 1 and, therefore, that of Theorem 

93.1. 
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EPILOGUE

I met the young man of about twenty-eight at the Polo Park shopping mall
in Winnipeg.1 He walked much faster than I, so I was looking at his back
as he passed by. He looked very familiar. Rather thin, with a lot of brown
hair, obviously in a hurry. I caught up with him when he paused in front of a
shop window. He turned around half-way; he immediately knew who I was.
I cannot say that he was happy to see me.

“I did not do so badly,” I stammered.
“Really,” he responded. “Just compare.

When I wrote Universal Algebra, I knew it
all. Remember? At Penn State, we spent three
weeks in the seminar to decide not to include
an article in the book. I knew most everything
that was published. Can you say the same?”

“No, I cannot,” I replied.
“And remember your undertaking: Even

though you started on General Lattice The-
ory after completing Universal Algebra, you
resolved to keep your work evenly balanced
between the two fields,” he called me to account.

“True, but the numbers were against me.
Since I finished Universal Algebra in 1966,
more than 5,000 papers were published in this
field and over 13,000 in lattice theory. I would
have had to average two papers a day (includ-
ing more than a hundred books!), just to keep
up,” I replied.

The young man was mad at me, and with
good reason. For about ten years after I fin-
ished Universal Algebra, I concentrated on
lattices. There was so much to do. You cannot
write a book on lattices without free products
and uniquely complemented lattices, and so
much else. And so little was known. . . . In-

deed, fewer than 20% of my papers after 1966 were written on universal
algebraic topics and most of them were written before 1980.

* * *

1After F. Karinthy, Atheneum, 1913.
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A lot has happened in Universal Algebra in forty years. I cannot attempt
here to survey the 5,000 papers and dozens of books. But I would like to point
out that many of the important papers in these forty years are in—or utilize
the results of—five main developments.
1. Theory of quasivarieties. The oldest of these five fields is the theory of
quasivarieties started by A. I. Maltsev but seriously explored by V. Gorbunov,
his students, and colleagues in Siberia. More recently, some East European
and some American mathematicians have also made important contributions.
A part of this theory was covered in the book V. A. Gorbunov, Algebraic the-
ory of quasivarieties.2 In fact, he considers universal Horn classes, which
include quasivarieties and anti-varieties. Thus, the results apply to a wide va-
riety of algebraic systems that may have relational symbols in their language:
graphs, ordered structures, some geometrical models, formal languages, and
others. Gorbunov’s book contains more than 300 references.

The Birkhoff-Maltsev problem has been one of the main driving forces
in this field for the last 25 years. It asks for a characterization of lattices
that can be represented as the lattice of all subquasivarieties of a quasivariety.
The problem is still open even for finite lattices.

A very thorough coverage of this field was published in a special double
issue of Studia Logica 78 (2004). A survey article by M. E. Adams, K. V.
Adaricheva, W. Dziobiak, and A. V. Kravchenko and eighteen research arti-
cles in almost 400 pages survey the various aspects of the field, including a
listing of open problems.
2. Commutator theory. Originally introduced by J. D. H. Smith for per-
mutable varieties in 1976 and extended to modular varieties by C. Herrmann
and J. Hagemann in 1979, commutators were fully developed in the book,
Commutator theory for congruence modular varieties by R. Freese and R. N.
McKenzie.3 This book shows that a natural commutator operation can be
defined on the congruence lattice of an algebra in a variety with modular con-
gruence lattices.

As S. Oates-Williams wrote: “It is quite remarkable that anything resem-
bling a commutator can be defined in a general algebra; that it should have
such nice properties when restricted to algebras lying in a congruence modu-
lar variety is almost too much to expect.”

Freese and McKenzie develop the theory and use it to prove deep results.
For example, the subdirectly irreducible algebras in a finitely generated con-
gruence modular variety either have a finite bound on their cardinality or no
cardinal bound at all. Their concepts and results found many applications in
later papers.

2Translated from the Russian. Siberian School of Algebra and Logic. Consultants Bureau,
New York, 1998.

3London Mathematical Society Lecture Note Series, 125. Cambridge University Press, Cam-
bridge, 1987.
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3. Tame congruence theory. Apart from a paper of P. P. Pálfy, this theory—
like Athena, born fully grown from the forehead of Zeus—burst onto the
scene fully developed in D. Hobby and R. McKenzie, The structure of finite
algebras.4 An excellent write up of this book, is J. Berman’s review in the
Mathematical Reviews. Three important papers by McKenzie motivated by
tame congruence theory to obtain deep results are also jointly reviewed by
J. Berman.5 They include the solution, in the negative, of A. Tarski’s famous
problem from the early 1960’s: Does there exist an algorithm which, when
given an effective description of a finite algebra A, determines whether or not
A has a finite basis for its equational theory?

Tame congruence theory has been effectively applied in a large number of
papers to solve various problems related to finite algebras and locally finite
varieties.
4. The shape of congruence lattices. The forthcoming book by K. A. Kearnes
and E. W. Kiss presents a beautiful theory. Here is one example: The congru-
ence lattices of a variety V satisfy SD∨ iff they satisfy SD∧ and V satisfies
a nontrivial congruence identity. In particular, SD∧ and SD∨ are equiva-
lent for varieties satisfying a nontrivial congruence identity. This was known
for locally finite varieties (using tame congruence theory) but that is far more
restrictive than the full result.
5. Natural duality theory. The foundations of this theory were laid in
1980 by B. A. Davey and H. Werner. They showed that there is a common
universal-algebraic framework for various classical topological dualities, in-
cluding the dualities for abelian groups (L. S. Pontryagin, 1934), Boolean
algebras (M. H. Stone, 1936), and distributive lattices (H. A. Priestley, 1970).
They developed methods for finding many topological dualities, in addition
to the classical ones. For example, if a finite algebra has a near-unanimity
term—and in particular, if it is lattice-based—then there is a natural duality
for the quasivariety it generates.

The book by D. M. Clark and B. A. Davey, Natural dualities for the work-
ing algebraist6 covers the first eighteen years of the theory of natural dualities.
More recent results, including work on full dualities and strong dualities, is
covered in the book by J. G. Pitkethly and B. A. Davey, Dualisability: unary
algebras and beyond.7

* * *

And what has happened with the problems I proposed? In Appendix 2,
I report on (partial) solutions to a large number of problems. I would say that
roughly half of the problems remain unresolved. For instance, the problem:

4Contemporary Mathematics. 76. American Mathematical Society, Providence, RI, 1988.
5MR1371732-4 (97e:08002a-c)
6Studies in Advanced Mathematics. 57. Cambridge University Press, Cambridge, 1998.
7Advances in Mathematics. 9. Springer, New York, 2005.
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Is every finite lattice the congruence lattice of a finite algebra?

now seems very difficult, because a positive solution to the “much easier prob-
lem” to embed every finite lattice into a finite partition lattice turned out to be
discouragingly hard.

Some problems shifted in focus. In 1979, it seemed likely that every dis-
tributive algebraic lattice could be represented as the congruence lattice of a
lattice. Now that F. Wehrung has provided a counterexample, we ask:

1. Can every distributive algebraic lattice can be represented as the congru-
ence lattice of an algebra in a congruence distributive variety?

or even stronger:

2. Is there a congruence distributive variety V such that every distributive
algebraic lattice can be represented as the congruence lattice of an algebra
in V?

* * *

So what does the excited young man say in this book that is still relevant
after all these profound developments? A lot, I think. A vast superstructure
has been built up, but the foundation is still basically the same. Despite the
numerous books on specialized topics—such as the few mentioned above—
it may still be the best introduction to Universal Algebra to learn the basic
concepts as presented here and to work out some of the 750 exercises. Then
one could proceed to the specialized books. This is a good way to get started.
And remember, these specialized topics are all interconnected. Even if you
cannot become a researcher in them all, you must have a passing knowledge
of all five fields to become successful. Maybe, I am prejudiced. But if I were
a young man, this is how I would proceed.

Acknowledgement: I would like to thank K. Adaricheva, J. Berman,
G. M. Bergman, B. Davey, R. Freese, K. A. Kearnes, R. N. McKenzie, J. B.
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